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1. INTRODUCTION

Virtual Beach version 2.4 (VVB) is a decision support tool. It is designed to
construct site-specific Multi-Linear Regression (R)Lmodels to predict pathogen
indicator levels (or fecal indicator bacteria, FEB)recreational beaches. MLR analysis
has outperformed persistence models (using the raosiht FIB concentration as the sole
predictor of the next FIB concentrations, i.e 7 W:.1) at beaches where conditions, such
as weather, water conditions, and human and arraféit levels, change significantly
from day to day (Frick, Ge et al. 2008).

1.1 On Predictive Modeling

In any predictive modeling endeavor, variabilitydamcertainty are always
associated with model output, arising from a vgredtreasons that are impossible to
eradicate completely from the modeling exercis®&; Mattempts to be forthright with
this fact by issuing a probability of exceedanaeaioy regulatory standard that the user
wishes to investigate. Even so, there is no gueeathan every model prediction will be
correct, and a situation where the model predietemnquality to be good enough for
public recreation might be erroneous. Decisioralltaw or not allow swimming at
beaches must be made, however, and in the bessoasarios the regression models
developed with VB 4will outperform less rigorous predictive efforts.

1.2 Recommended User Background

VB 4is our attempt to create a decision support soév@ol that will assist
someone with little statistical knowledge in deyhg a multiple linear regression model
based on their available data. Some familiarithwegression modeling and residual
analysis will no doubt benefit a \dBuser, although we believe that, after only a few
sessions, someone with very little backgroundatistics can produce defensible
regression models using YB We note that these MLR models, or any otherssitl
models, will only be as effective as the data usetkevelop them. No statistician,
however skilled, can turn a dataset filled with thtess independent variables (i.e., IVS)
into a useful predictive device.

VB shas four major components:

» Beach location map interface where users can |dhatesite, define the
orientation of the beach, and examine nearby pialeddta sources.

» Data processing spreadsheet interface that fdesitie import and manipulation
of MLR model variable data.

* Modeling interface presenting options for perforgdMLR analyses, including a
residuals component to examine regression residalfdsy optional elimination
of highly influential data records, and performaleclation of the regression
model.



* Prediction interface allowing entry of new data andsequent estimation of
pathogen indicator levels using a selected MLR rhode

Each component is accessible from the applicatiov@s window via selectable
tabs. The Beach Location and Data Processingai@always visible, the Modeling tab
becomes visible once the input data have beenatatidand the MLR Prediction tab
appears when model-building is complete and a misdadlected.
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Figure 1. The four major component tabs of VB, - the modeling tab is currently active

1.3 History and Comparison of VB 4to Earlier Versions

VB 4is derived from the Virtual Beach Model Builder &ipgation (VB o)
developed by Walter Frick and Zhongfu Ge. ;\Ban be characterized as a MLR
model-building tool that supports a primarily mahamsalysis of data sets via visual
inspection of data plots and manipulation of vdealfe.g., transformations, creating
interaction terms), followed by an iterative praxes testing, comparing and evaluating
models. The fitness of developed models is contpatel tracked, allowing for
comparison and eventual selection of a “best” méwmtethe dataset under consideration.
This model can then produce estimates of pathag#ioator levels using current or
forecasted environmental data from the site.

VB, senhances the functionality of its predecessorgperihg similar functions
(visual inspection of univariate data plots, martteshsformations of individual variables,
MLR model building, prediction, etc.), but also @uiating and extending functionality in
several ways:



The Map component provides users with informatiorire location and
availability of local data sources (NWIS/NCDC datapugh the map interface.
These sources can provide recently collected afofecasted data for generating
predictions by a chosen MLR model.

The Map component provides a convenient methoddéning beach orientation
by overlaying the beach on current shore-line laysatellite images, Google
Maps, MS Virtual Earth, etc). Given this orientatj VB, 4can calculate wind,
wave, or current components (A component is pdrallshore and O component
is perpendicular to shore), which can be imponaatictor variables.

Although manual processing and analysis of impodiad (visual inspection of
univariate data plots and the transformations/atons of variables) has been
retained, the Data Processing component of ABovides automated generation
of all possible 2 order interaction terms amongst a set of Vs, fitiam of more
complex functions of multiple columns, and autorddtssting of a suite of
variable transformations for improved model lingariThis functionality
increases the number of models to evaluate duaiteg $election routines and
removes the burden/difficulty of manual assessmkted on users of ViB.

Multi-collinearity amongst predictor variables iarfdled automatically in the
Model Building component. Any model containingl&with a high degree of
correlation with other IVs (as measured by a largaance Inflation Factor -VIF)
is removed from consideration during model selecti®he VIF threshold is user-
defined with a default value of 5.

During model selection, MLR models are ranked lger-selected evaluation
criterion. Possible criteria include€ Rdjusted R, Akaike Information Criterion
(AIC), Corrected AIC, Predicted Error Sum of SquailfRESS), Bayes
Information Criterion (BIC), Accuracy, Sensitivitgpecificity, or the model’s
Root Mean Square Error (RMSE). Regardless of whitthrion is chosen, the
software records the ten best models in termsatfdfiterion. In comparison,
VB 1 0had only a single comparative criterion, Mallow’p.C

As the number of IVs in a dataset increases, plesBlbhR models increase
exponentially (considering transforms/interactiome¥ulting in trillions of
possible models from a modest number (12-13) of IVB, simplements a
Genetic Algorithm (GA) that effectively and efficity searches for the best
possible MLR model. Alternatively, VB users can perform an exhaustive
calculation in which all possible combinations ¥Elare used and tested if the
number of possible models is reasonably smalldcl@0,000). Both the GA and
exhaustive approaches greatly expand the modealibgitapabilities of VB,
compared to VBo.

Users no longer have to enter data values in wamefd, interacted, or
component-decomposed form to make a prediction avithosen MLR model.
On the VB 4Prediction tab, a user-selected model is codedantmput grid with



data entry columns matching the model’'s main effeétny mathematical
manipulation of these IVs is then automaticallyfpened prior to making
predictions.

2. INSTALLATION AND EXECUTION

VB, 4is developed with MS Visual Studio 2010, writtend#, using multiple
public domain system components (Weifen Luo DockimgZedGraph, and GMap.Net)
and employs a single licensed statistical libr&yt{eme Optimization). No license or
software purchase is required by the user to irstal run the application, but an internet
connection is required to display maps. Users magé Microsoft XP or Windows 7 OS
with the DotNet Framework 4.0 to assure properitetion and operation. Assorted
errors have occurred when running Windows Vista Giertain VB sdata manipulation
and model-building operations are computationaitgnsive so faster CPUs are better,
but most new laptops or desktop systems will bejadie. Disk space requirements are
modest (less than 20 MB) if the DotNet Frameworistalled; if not, the Framework
installer requires ~ 175 MB of disk space. The,Y&oplication installer will attempt to
download and install the DotNet Framework 4.0 i§ihot installed on the target system;
this also requires a network connection. If ne@gss user can freely obtain the DotNet
Framework 4 installer at:

http://www.microsoft.com/download/en/details.aspix2i7851

The EPA’s Center for Exposure Assessment Model3tgAM) web site
distributes VBat:

http://lwww?2.epa.gov/exposure-assessment-models@kilieach-vb

Obtain and initiate execution of the YBapplication installer and follow the on-screen
instructions. After installation, a shortcut walbpear on your desktop to start the
software.

2.1 Viewing this Documentation

The VB, suser’s guide can be accessed within the softwar¢he top-level Help/
User Guide menu selection or in a context-sensiéigshion via the F1 key. Invoking F1
will launch Adobe Acrobat or Adobe Reader (if inkgtd) and open the user’s guide to
the appropriate page. Note that if the guiderisaaly open, the F1 key will have no
effect; users must close Reader (or Acrobat) fotroHaunch and open to the correct
page. Or if the guide is already open, users eaigate to the area of interest via the
Table of Contents. The user’s guide (Virtual_Bedth User_Guide.pdf) can also be
opened independently of program operation; it essigdithin the Documentation folder
of the program’s installation folder.



3. OPERATIONAL OVERVIEW

Our goal was to make A straightforward to operate: it is categorized ifaior
functions, each with its own component or interface

Beach Location — a mapping tab whose utility is niéa provide a basis for generating
orthogonal (alongshore and offshore/onshore) wind:ent, and/or wave components for
the beach under consideration; its use is optioBath components can be powerful
predictors of pathogen indicator levels at the beao using the beach definition
component is recommended if the dataset underaemadion contains wind, wave or
current data. This tab is also useful for locatiegrby NWIS/NCDC climate and water
quality data sources for a specific location.

Data Processing — a spreadsheet tab to suppontndatipulation procedures on an
imported dataset. In addition to wind/current/waeenponent generation, users can
generate new independent variables that reprdsemroducts, means, sums, minimums,
and maximums of other 1Vs, as well as common datsstormations for the 1Vs.
Statistical indicators help users select the béstdnsformations in MLR model-

building.

Modeling — this tab allows selection of any eligihV/'s for consideration in MLR model-
building and model-generation. Model-generatioadsommodated by user-selected
model evaluation criteria and automatic generatiothhe ten best-fit models from a
search in which all possible combinations of predigariables are tested, or via a
heuristic searching algorithm (the Genetic Algantbr GA). Regression fit and model
variable statistics are generated to help evalhateisefulness of predictive variables and
overall fit. Time series and XY scatter plotsyad| as reports on best-fit models, can be
viewed and/or saved for further analysis and reéogrdThere are also subtabs for
residual analysis on the modeling tab. Here tlee cgn examine plots of a model's
regression residuals, including their normalitytistecs, and eliminate highly influential
data records and recalculate the regression m@dtdred data sets can be exported for
external use and rebuilt models can be selectetthégprediction tab.

Prediction -- this tab is comprised of three gideere users can enter or import the
needed IVs for the chosen model, enter or impasepkations that will be compared to
model predictions, and examine model predictiortsexteedance probabilities. Time
series and XY scatter plots of observations vepsedictions are shown to help users
gauge model effectiveness.



4. PROJECT MANAGEMENT

Oftentimes the user will put an imported dataseiugh lengthy pre-processing
to prepare it for analysis. To avoid repeatingélhis work, “project” files can be saved
and re-opened via the Projegt Save and Projeed Open menu selection. Subsequent
opening of a saved project file will load the preged data sheet and information on the
Beach Location tab, including the beach orientaifiohe user had defined it. However,
no modeling information is saved inside a projdet f

In addition to project files, “model” files can lbb@ened and saved using choices
under the “Model” menu at the top of the ¥Bnterface. A model file contains
information on the IVs, regression parameters,@hdr metadata for the currently
selected model in the Modeling or MLR Predictiob.t&Vhenever a model file is saved,
VB 4will prompt the user to enter a Decision Criter{@C), Regulatory Standard (RS)
and Threshold Transformation for the model. Them@ameters will be used as initial
values (they can be changed when the model fipeésed) for later calculations of
model sensitivity and specificity, which dependtba numbers of false negative and
false positive model predictions (see Sectionsaid 7.7).

When users open a previously saved model file fnathin VB, 4, they are taken
directly to the MLR Prediction tab where they cae the saved model to generate
predictions. Model files are designed for situasiovhere a statistically-savvy developer
is charged with developing regression models fourmber of beach sites. After the
developer chooses a “best” model for a site, thdehfile can be saved and then
delivered to the beach manager who will not use M8 full-scale model development,
but only to input new data, generate predictions, make decisions regarding swimming
advisories.
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5. BEACH LOCATION MAPPING INTERFACE

On VB, 4application startup, the map interface is showmusers can go directly
to the Data Processing tab if desired.

Beach Location }/ Data Processing
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Figure 2. Beach Location interface - the default @ type is Yahoo Map, but users have many
mapping options

5.1 Finding a Location

The map interface provides map controls that alisers to look up a location
manually by panning and zooming (mouse drag omiaye and use of the mouse wheel
or zoom control). Alternately, a decimal latitudegitude or place name can be entered.
The control uses Google Maps’ reverse geo-codibgor& service to find locations.
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Map Controls

Zoom Slider — drag slider up and
down to zoom in and out,
respectively.

Map Controls— Add Lat/Long and
click “GoTolLat/Long” button or enter
a Place and click “GoToPlace.”

Map Settings — Select map type from
drop down menu to change the
display in the map window.

Beach Orientation — use buttons to
add or remove markers on the map.
Once the beach shoreline is
delineated by placing the 1%t and 2"
beach markers, click in the water and
then click “Add Water Marker,” which
will lead to the correct orientation
angle being placed into the “Beach
Orientation” box.

Show Station Location —if zoomed in
enough, select a station type and
then click “Show Station Locations”
to display such stations on the map.

Current Location — click anywhere on
the map to display that points Lat
and Long.

Loading —map loading progress bar
that shows network download
activity for mapimages.

Figure 3. Beach Location tab controls and their faction



5.2 Defining the Beach Orientation

Map control allows delineation of a beach on thg@nwaascertain its orientation,
which is useful if wind, wave, and/or current fl@@mponents are to be used in MLR
model-building. Maps, as opposed to satelliteydrridl images, provide less shoreline
detail so it is recommended that the map settipg tyse a hybrid or satellite image prior
to adding point locations that define beach bourdarOnce displayed, click on the map
(a red marker will appear) and select the “Addkach Marker” button; this represents
the first point of the extent of your beach shaoreli Repeat this for the second beach
marker and click on the map to indicate which sifithe shoreline represents the water;
then hit the “Add Water Marker” button. Marker pts will turn green as you add them.
Once the water marker is added, a shaded box ¢dehlp appears and the computed
orientation angle will be displayed.
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]

=
Project Mame:  Beach Name: Total number of possible models: 2,047

Figure 4. Adding shoreline and water markers to déne beach orientation

Points can be added or removed until the usettisfisd with the beach
representation. To recall the computed beach w@tien in the data processing
components creation screen (see Data Processitignsieelow), users can either save
and then re-open a project file or they can no¢ebieach orientation on the mapping
screen and manually enter that angle on the conmp®icalculation screen.
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5.3 Finding nearby Water Quality, Flow, and Climatelnformation Sources

Possible nearby data sources for the area of siteray be located and displayed
on the map. USGS NWIS and NOAA NCDC station maglra zoomed-in map area
can be located and displayed by checking apprepitexins in the map window and
clicking the “Show Station Locations” button. Nakat the “Show Station Locations”
button is only enabled when zoomed-in to an apjpatptevel (e.g., zoom level three as
measured from the top of the zoom control slidégither of the selected station
categories (NWIS and/or NCSC; the STORET statidagmy, although present on the
control, is not yet functional) are present witthe map display area, they will appear.
Also note that the network server that produces BGEation locations restricts location
requests to one every 30 seconds — a one-half endalidy is required for subsequent
location requests and an error message will bdajisg if the appropriate wait time has
not elapsed. Once station location markers apalisd on the map, hovering over the
top-left hand corner of any station marker willglésy station ID information. With that
information, users can visit the appropriate wethresls to gather water/weather data for
the area of interest.

Station ID: USG5 0217890
il Station Name: HORTHOCOMEE BIVER AT US

- 4 L
Figure 6. USGS/NWIS station marker showing statiodD information

USGS NWIS web site URIhttp://waterdata.usgs.gov/nwis/inventory
NOAA NCDC web site URLhttp://www.ncdc.noaa.gov/oa/climate/stationlocdtionl

14
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Figure 7. Beach Location interface showing statiomarkers near Gary, Indiana

5.4 Saving Beach Information in a Project File

Use the Projee? Save menu bar selection to open a Save File daldgo save
the project information to disk. Beach marker andle information is saved in the file
name provided; the saved file can be anywhereyusing the “Project Files” folder
(found in the VB 4root install folder) is recommended.
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6. DATA PROCESSING

6.1 Data Requirements and Considerations

VB saccepts files from Excel 2007 or earlier (Excel@@Lnot currently
supported), as well as comma-separated-value (@8¥jiles. Input data must conform
to certain standards:

» The first row of any data column must be a headtr the IVs name. For best
operation of the software, the column name shoealddmposed of letters,
numbers (however, don’t begin the column name wittumber), and/or
underscores, i.e., “_". Other characters in colurames can cause problems.

* The first (left-most) column of the dataset mustdentification for the
observations, typically a date or time stamp thdicates when the observation
was collected. The only requirement is that eaghVIUST have a unique ID.
VB 4will not import datasets with non-unique IDs in first column. If the first
column is a time stamp, B plotting functions will work best if the columniis
chronological order, from earliest to most recdrgapvations.

* The second column of the dataset will initiallydss as the dependent or response
variable; however, this can be changed after datagorted. Any subsequent
columns will be considered to be IVs.

» Variable measurement units are not considered;datdainly affect predictions.
Make sure any data used for predictions are irséimee units as those used to
build the models; for example, do not build a MLRd®l with water temperature
in degrees Fahrenheit, then later import water txatpre in degrees Celsius for
predictions. It is prudent to include unit infortiaa in the column names (e.q.,
WaterTemp_C) to remind the user of the proper waiten making predictions.

* Missing data (blank cells) are permitted on impbut, must be dealt with in Data
Processing prior to modeling.

* If present in the imported Excel data sheet (othan in column names or the
first ID column), cells with non-numeric valuese(i.symbols or text) are turned
into empty cells. If such non-numeric characteesmesent in an imported .csv
file, they will be imported to the data grid, bulle recognized as anomalous
data during the required validation scan and vélldto be dealt with (deleted or
turned into a numeric value) at that time.

* VB, 4recognizes any column of data with only two différealues as categorical.
If you have a column of categorical data with mibvan two values, you can
designate it as categorical, using methods destbb®w. The ramification of a
variable being identified as categorical is that,YRaves it out of transformation
processes.

* VB, 4will automatically disable, but not delete, anywuoh containing only a
single value upon import. These columns are esdlgniseless for predictive
purposes.

* There is no hard-coded limit on the number of Muomns one can import;
however, a practical limit exists that dependsysiesn processing resources.
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There is also an inherent limit: - documentatiagicates that the grid components
used in the application are designed for a maxirotiB00 columns before
performance issues degrade the application. Mogl@b0+ columns of data
presents circa 2(1)possible data combinations for MLR processinge Th
Genetic Algorithm handles this modeling task, thaasing “Run all
combinations” would likely take an immense amoufrtirae to complete.
Depending on how many additional 1Vs will be creklbg the user, importing a
dataset with less than 100 IVs should be acceptable

6.2 Importing a Dataset

When users first click on the Data Processingttady open a dataset using the
“Import” button. This brings up a dialog screenaemha directory explorer can be used to
find the data file and open it. If the dataseinsExcel file with multiple sheets, a dialog
box opens to ask the user which to import.

s D

_ Beachlocation  Data Processing 1 -
L |npart; W alidate Compte A, 0 Manipulate Transtorm Go o Modeling

Look in: |@ Deckiop

IﬂMy Documents |5 virtual Beach

g My Computer ‘é:]fantasy.xlsx

My Recent “QMY Metwork Places ET:JM_FiIes

Documerts i|-jACT @Shortcut to Agent.exe
Ifj ActionSpectra @Testlng.x\s
|-5)Brown Bags @\._.;)]wollastonjluz‘xls
|5 Dropboz

\C)EPA Suppart Tools

|5 GarrisonDOTinFishes

| Kinerosz

| Manitowac

|5 Merrimack Permit

|-5) Peterson Guide Maps

IR Stuff

122 Stuff

File: name: || [ Open .]

My Network | Files of type |Excel Files [ cancel |

Project Fi\e Mame: Project Name: Beach Name: Status: ready aE
Figure 8. Importing a dataset into the Data Procesng tab

Once imported, the data grid is shown as a spreatisim the right. The second
column of the spreadsheet will be highlighted ineblo indicate its status as the current
response variable. Information about the dataset as number of rows and columns,
name of the ID column and name of the responsaiariappear on the left. At this
point the grid cannot be edited or interacted witany manner; to access additional
processing functionality, the data must be validate
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6.3 Validating the Imported Data

The “Validate” options window can be accessed Ikirig the “Validate” button
at the top of the Data Processing tab. This wingamarily launches a required data
scan to identify blank and non-numeric data cellthe imported spreadsheet. However,
one can also find and replace other specified galeg)., a missing data tag like -999) in
the dataset using the “(Optional) Find:” input box.
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Date-Time Index Tstamp T stamp LegCFL_Ecoli T urbidity WwaveHeight Wisibility Dy Bulb_F wet Bulb_F
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Disabled Fiow Count ] 3RETT 375 2.006 12 . : : B6

Dizabled Colurnn Count 0 T | T

Hidden Colurmn Count i} IBETEITE | 1.55 | w7 | &3

Independent “ariable Count 11 IEEAZ. TS 274 55 Diata v slidation 56
36683 375 la:2 1133 ' 52
36ED4.375 2586 93 58
3EED5.375 1.256 A . . [=01]
3BED3.375 2.833 20 [Optional] Find: | g2
3BE30.375 | 2.845 | 35 | Fi)
3BE91.375 I 2.é04 14 [ 74
3EE92.375 | 2157 ! 1 [ g =)
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38703375 11,204 |54 ' 70
36705375 1183 331 ' ! &
36706375 2111 825 ' 81
3ET12.375 1.802 4075 . BE
3E712.375 1.511 5.8 lw B4
3ETIT.375 1.763 714 72
3ET18.375 2322 13 =t
3E719.375 | 2.304 ! 14 [ ‘EE E1
36720375 | 1.544 | 13 | 1a V2 E5

Project Mame:  Beach Mame: Skatus: ready I-ﬁ-

Figure 9. Data validation required to begin data pocessing

To validate the data, the user clicks “Scan.” ,\¥Bhen goes through the
spreadsheet, cell by cell, looking for blanks, mumeric, or user-specified values
entered in the “Find:” input box. If one of thegpes of cells is found, the scan will stop
to highlight that cell. Users must decide how ¢aldvith the cell using choices in the
“Action” section: they can replace the bad cellhna specified value, using the “Replace
With:” input box, or they can delete the row orwoih containing the bad cell. The user
must decide where to implement the chosen actitimtive “Take Action Within” menu.
Possible choices are “Only this Cell,” “Only this®,” “Only this Column,” “Entire
Row,” “Entire Column,” and “Entire Sheet.” Items this menu are context-sensitive,
i.e., they change depending on which Action istebk This setup gives the user
flexibility, for example, to delete all rows coméng missing values within one specific
column of data (Action would be “Delete Row” takeithin the “Entire Column”), and
replace all missing values with a user-specifieshexic value within another column of
data (Action would be “Replace With:” taken wittantire Column”). The cell, row,
and column reference will always refer to the higjied cell. After setting the “Take
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Action Within” menu, the user clicks the “Take Aani’ button, VB smakes the
specified changes to the spreadsheet, and thecenéinues. When the entire
spreadsheet has been scanned and all bad cellbéandixed, VB 4reports that “no
anomalous data have been found,” and the userlicarttee “Return” button to close the
Scan window.

As stated earlier, VB,will not attempt to transform categorical data cohs. It
automatically identifies columns with only two un&values as categorical, but if the
user has other categorical IVs with more than tategories, those should be identified
to VB, 4by the “Identify Categorical Variables” button.
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Project Name:  Beach Mame: Status: ready I

Figure 10. Context-sensitive choices for the “Takéction Within” drop-down menu
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6.4 Working with a Dataset Post-Validation

After the dataset has passed the validation sharfuhction buttons across the
top of the Data Processing tab are enabled.
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Figure 11. Post-validation enabling of the Data Ricessing functionality

At this point, the grid cells (other than the IDwon) are editable — that is, users
can manually enter new numeric data into the tslldouble-clicking on a cell and
typing in a new value. VB,does not allow blank cells or non-numeric datadihsc
Additionally, a right mouse-click on an IV columedder presents options:
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Figure 12. Right-click options on columns that araot the response variable

“Disable Column” turns the column’s text red andy@nts the column from being
passed to the Modeling tab of YB Previously-disabled columns can be activatedgusi
“Enable Column.” “Set Response Variable” will makat IV the new response variable
and it becomes blue as a visual indication ofthsnge. “View Plots” shows a new
screen with column statistics at the far left amak fplots for that IV: (1) a scatterplot of
the IV versus the response variable in the upgepénel, (2) a plot of the IV values
versus the ID column at the upper right (a timéesaplot if the ID is an observation
date), (3) a box-and-whiskers plot at the bottoit) #d (4) a histogram for the IV at the
bottom right.
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Figure 13. Four different plots available for evaliation of Vs
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The scatter plot (upper left) is probably the mas#mined, as it can indicate a
non-linear relationship between the IV and the oesp variable, problems with
homogeneity of variance across the range of th@t\dutliers. Ensuring that the IVs are
linearly related to the response variable raisegptibability of producing a robust,
meaningful analysis. If the relationship betwees tresponse and the IV is not well-
approximated by a straight line (a fundamental mgtion of MLR), it may be beneficial
to transform the IV. Using VB,to accomplish this will be explained later in this
document. The scatterplot also shows the begtditession line in red, along with the
correlation coefficient (“r”) and the significan¢e-value) of the correlation coefficient at
the top of the plot. For the most part, p-valuel®Ww 0.05 are considered statistically
significant.

Identifying odd values (potential outliers or bata) of any IV can often be done by
visually inspecting these plots. If users doubliekomon the data point marker for any
observation in one of the top panels or the bote&ftrpanel (i.e., not the histogram), they
can disable that point (the row) in the data grid.

Scatter Plot

r=-03772 P-Value =0.0214 O  zitemp
4 — +r v 1 r 1 1 1+ 1 *r 1 1 1 Tt T T T T T

1 4 4
T [ml

Disable Row containing 77162005 7:55:12 AM

LogCFU

22 24 26 28 a0 az 34 3B 38
airtemp

Figure 14. Disabling an observation from within the XY scatterplot

The final choice -- “Delete Column”-- deletes awah from the data grid, but the
original columns of the imported data sheet {¥8efines these as “main effects”) cannot
be deleted. Rows can be disabled and enabledgbudtieleted, from the data grid by
right-clicking the row header (far left of each foand making the desired choice.

If the user right-clicks on the column header & thsponse variable, a different
set of choices is shown:
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Figure 15. Available choices when right-clickinghe current response variable

Users can transform the response variable in thegs: logo, l0ge, or a power
transformation (raising the response to an expory®nt They can also un-transform the
response, view the plots shown previously for W& br define a transformation of the
response variable. This option is used when asbatd is imported with an already-
transformed response variable. For example, usersl import a datasheet with lgg
transformed fecal indicator bacteria levels and tthefine the response as beingilpg
transformed. Doing this facilitates later comparnis with observations, decision criteria,
and regulatory standards. When users transformeponse variable within \ABusing
the “Transform” option, VB automatically defines the response as having theash
transformation and, in doing so, synchronizes thieswf measurement for later
comparisons.

6.5 Computing Alongshore and Onshore/Offshore Windyvave and Current
Components

Orthogonal wind, current, and wave vectors candvegpful predictors of beach
bacterial concentrations. Depending on the ortemtaf the beach, wind and currents
can influence the movement of bacteria from a neadorce to the beach, and wave
action can re-suspend bacteria buried in beaclmssdi To make more sense of these
data, researchers typically decompose wind/cument magnitude and direction into A
(alongshore) and O (offshore/onshore) componentarfalysis (see equations at the end
of this section).

If direction and magnitude (speed/height) datasaeelable, A and O components can
be calculated with the “Compute A, O” button. i it brings up a window where
users specify which columns of the data grid contla¢ relevant magnitude and direction
data, using drop-down menus (Figure 16). Theadsis an input box at the bottom of the
form for the beach orientation angle. If the usefined the angle on the “Beach
Location” tab, that value should be seen hereerAdlicking “OK,” new data columns
are added to the far right of the data grid, regméng the A and O components of the
specified wind, current, or wave data. Unlike ¢nigiinally imported IVs, these
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components can be deleted from the data grid #ifésrare created. Names of these new
columns will be: WindA_comp(X,Y,Z), CurrentO_compizZ), WaveA comp(X,Y,Z),
etc, where X is the name of the column of data dieethagnitude, Y is the name of the
column used for direction, and Z is the beach ¢aiggon angle.

Wind/CurrentfWave Components E@E|

YWind Data

Specify wind data columns:

Speed | o

Dhirection [deq] L"

Current D'ata

Specify curent data columns:

Speed o
Direction [deq] L
Wiave Data
Specify wave data columns:
W ave Height b
Direction [deq] A"

Beach Angle [deq]: Q.00

Figure 16. Window for computation of alongshore ad offshore/onshore components

Notes on wind, wave and current component calcati

Direction is an angular degree measure. Moving ¢tockwise direction from north
(O degrees), values are positive, and negativeewhdving counter-clockwise. Wind
and current speed (as well as wave height) candasuned in any unit. \ABadheres to
scientific convention where wind direction is sped as the direction from which the
wind blows, while current and wave directions grecified as the direction toward
which the current or waves move. Thus, wind blgaiom west to east has a direction
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of 270 (or -90) degrees, while a current/wave mg¥rom west to east has a direction of
90 degrees.

The A component measures the force of the windéowtwave moving parallel to
the shoreline (Figure 17). A positive A componer®ans winds/currents/waves are
moving from right to left as you look out at thetera A negative A component means
winds/currents/waves are moving left to right aa @k out at the water. The O
component measures force perpendicular to the lehmreA negative O value indicates
movement from the land surface directly offshonmalikely to see with wave action). A
positive O indicates waves/wind/currents from tregewx to the shore. These relationships
apply no matter how the beach is oriented (Fig@e 1

Negative O

Positive O ‘ '

Positive A Negative A

Figure 17. A and O component definitions for windcurrent, and wave data
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Beach Orientation for Wind Component Calculations

270 degrees 315 degrees 0 degrees
135 degrees 90 degrees 45 degrees
180 degrees 215 degrees

f

North

Figure 18. Principal beach orientations given in dgrees

Equations for calculation of Wind A/O components:

Wind A: -SPD * cosine ( (DIR-BO) * P1/180)
wind O: SPD * sine ( (DIR-BO) * P1/180)

where SPD is wind speed, DIR is wind direction, B&he beach orientation (in degrees)
and Pl = 3.1416. Current A/O and Wave A/O aredlsssne equations multiplied by -1.
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6.6 Creation of New Independent Variables

Users may click the “Manipulate” button to creagsvcolumns of data that might
serve as useful IVs. On the screen that popshepe iis a list of available 1Vs on the far
left, under “Independent Variables.” If users wisttreate a new term, they add any
available 1V used in this new term by selectingnt using the “>” button to add it to the
“Variables in Expression” box. Clicking and draggidown through the “Independent
Variables” list allows for multiple IVs to be addationce.

Manipulate E@@

Build Expression

Independent W ariables Wariablez in Expression
L

airtemp

waveheight

centershinternp

centerwaisttenmp
WindS peed

‘windDirechion
@ Sum O Masimum (O Minimum () Mean O Product

[ Add ] l Remove ] l2nl:| Dlderlntetactians]

Figure 19. Window for the formulation of “Manipulates” - arithmetic combinations of existing
columns within the data grid

For example, if users wish to create a new IV thatrow-by-row mean value of
the “centershintemp” and “centerwaisttemp” variablbey add those two to the
“Variables in Expression” box, then choose the “Kle@nction, “Add” that expression
to the lower box, then click “OK.” That adds a neslumn of data that represents a row-
by-row average of the two IVs, to the end of theadsid (far right.)
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Manipulate

Build Exprezzion

Independent Y ariables Wariables in E#pression
L centershinternp
airtemp centenyaisttenp
waveheight
‘windSpeed
windDirection

3 Sum O Maimum () Minimum 5 Mean () Product

MEAM [centershintemp,centenaaisttemnp]

I Add ] [ Remove ] [End Drderlnteractians]

MEAM[centerzhinternp, centenmaisttenp)

Figure 20. Creation of a new IV defined as the mesof two existent Vs

Users can create a row-by-row sum, maximum, minigmaean, or product from
any number of 1Vs that are added to the “VariamelSxpression” box. More than one
expression can be created before the “OK” buttaicked, and 1Vs can be easily moved
in and out of the box using “<” and “>” keys. Aggeated expressions can be removed
from the lower box with the “Remove” button. No tkea how many IVs are added to the
“Variables in Expression” box, clicking "2Order Interactions” will add the cross-
products for all possible pairings of those IVius, four IVs will produce six
interactions, five IVs will produce ten interactgrand so on. Note that the names of the
columns used to create any manipulate are insgedhentheses of that manipulate’s
column name.
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Manipulaie

Build Exprezsion

Independent W ariables Y ariablez in Expression
Uy centershinterp
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PROD M indS peed.aitemp]

Figure 21. Formation of two-way cross-products oh set of four existent IVs

VB, 4does not allow previously created “manipulatesiew columns of data
created through the “Manipulate” button -- to betier manipulated. Previously-created
manipulates will not appear in the “IndependentidMaes” section at the left. They can,
however, be chosen as the response variable deddtem the data grid, using the
appropriate menu choices, accessed by a right-ofithe column header.

6.7 Transforming the Independent Variables

VB 4gives users the ability to transform non-categdii¢a to assist in
linearizing the relationship between the IVs arglrssponse variable, which is a
fundamental assumption of an MLR analysis. ;¥Brovides the following
transformations, whereXs the transformed IV and X is the original 1V:

Logio: X¢ = logio(X)

Loge X: = log(X)

Inverse: X=1/X

Square: X= X?

Square Root: X= X°°

Quad Root; X= X*?°

Polynomial: X=a + bX + cX

General Exponent: & X° where the user specifies the value of e

When users click the “Transform” button, they aregented a choice of
transformations to investigate:
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Transforms to Perform

Beailable Transformsz

[ ] Logln Dependent ¥ ariable:
[] Ln LogCFU

[] Inverse

[] Square

[] SquareR oot
[ ] QuadRoot

[ ] Palyromial

[ ] Gereral Exponent | 1.0

[] Select &l

Figure 22. The range of choices for IV transformabns

When users click “Go”, the chosen transforms agdieg to each non-categorical
IV. VB3 4then opens a table that allows comparison of theess of each transform
using a Pearson correlation coefficient, a meastiieear dependence between the
response variable and the IVs. For the polynotrgaisformation, the Pearson
coefficient is calculated as the square root ofatlieisted Rvalue derived from the
regression of the response on Because this adjusted Ralue can possibly be
negative, an empirically-derived formula is apphelden adjusted Rvalues fall below
0.1:

Polynomial Pearson Coefficient = (-6.67*BE 13.9*RE- 6.24)*(R})%>

where RE = 1.015 — 1.856*R+ 1.862*adjR — 0.000153*N, Rand adjR are defined
by the regression of the response @naXid N = number of observations.

The table that VB,creates groups all transformed versions of eadhylthe IV
name, type of transformation, and the associatadsBe coefficient. By default, the
transformation (this includes the un-transformesiom of the 1V, denoted by “none”),
with the largest absolute value of the Pearsonficoait is highlighted in black text for
selection. Users may override the default seladtipleft-clicking on the row header of
a transformed IV they choose. They may also oderttie default by setting a Threshold
percentage and clicking “Threshold Select” on #fedide of the box. This selects the
un-transformed IV unless the transformed IV with Highest absolute value Pearson
coefficient exceeds the un-transformed IV Pearsmfficient by the specified
percentage. In essence, the user is saying, “BitihesPearson coefficient of the
transformed IV is some % greater than the Pearsefiicient of the un-transformed IV,
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use the un-transformed IV.” This can be usefublige transforming IVs makes
interpreting model coefficients more difficult; @sk an improvement is seen,
transformation may not be worth the trouble. Usars also revert to the default by
clicking “Go” under the “Auto Select” section aktkeft.

Pearson Univariate Correlation Results - Maximum Pearson Coefficients (signed) in BOLD text

Help
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interactions. and their

transforms are shown. Select P Conlat e
bl o Pt : ‘earson orrelation >
pm::'::sain;san‘g n:;de?i[ng. | il i  Cosfficient | Palue
» BN - -0,4706 | 00033
A elent uy | INVERSE [uv,107.5] |0.3335 0.0437
; ; uy | SOUARE[] |-0.4887 0021
The wariable or one of its ! !
tranzforms is selected by uy | QUADROOT [Lv] -0,4339 100073
i P Coefficient. { T T T
THS s Aol viots Sy u | POLYIuv 1. 2133824.0.00033265167. 5. 04487526.07] n.4432 00080
. aitemp . none .-0.3772 . 0.0214
airtemp INVERSE [aiternp,12.5] |D.3624 | 00275
Thisshald Selet .alrtemp :SQUAHE[alrtemp] :—I].SBZIJ fD.D1 9%
aitemp QUADROOT airtemp] -0.3724 00232
Select atransformed variable only e e o e T
if itz Pearson Coefficient exceeds aitternp POLY[aitemp,.-2. 7045932.0. 35028885 -0.007 67821 38] 0.3170 0.0553
the untranzformed vaniable's | | | |
F'Earsnr)_Enefficienl by a | | I I
specified threshald. waveheight | rioke |0.1031 | 05435
Threshold [%] waveheight | INVERSE [waveheight.0.005] | 0.2006 02339
waveheight SOUARE[waveheight] 0.2612 01184
waveheight | QUADROOT [waveheight] -0,0666 | 0.6954
waveheight | POLY[waveheight,1.2708951 -7.0250516,19.175368] |D.3874 00178
Manual Select | T T T
Mouze-click on a row header to [ I | I
select or deselect that variable. { Caiiabiiicn) i ._0'4260 | Ghiag
Atmost ane member from each centersinterp | INVERSE [centershintemp,12.3] |0.4197 | 0.00g7
group can be selected. t 1 t 1
centershintermp | SQUARE[centershinternp) |-0.4272 10,0084
centershintemp | QUADROOT [centershintemp] -0,4243 0,003
centerzshintermp | POLY[centershinterp 1. 2563378.0.09461 4607 -0.003544635E6] | 0.3669 0.0255
il Add tranzformed variables to datazet t + + +
and dizable untransformed columns
centenmaistterp | none -0.3991 | 00144
I 2k l l el ] [ it ‘ centerwaisttemp | INVERSE [centenvaisttemp,13.1] |0.4093 00119 =

Figure 23. Pearson correlation coefficient scorder judging the efficacy of IV transformations
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Plotting Transformed IVs

Users may prefer to examine plots visually to datee which transformation of
IV to choose. If users right-clicks on a row haadehis correlation table, they can view
an array of scatterplots, time series plots, ajdeancy plots for each data transformation
of the IV represented by that header. Scatterpldtshow the best-fit regression line,
the correlation coefficient, and the p-value fattborrelation coefficient.

Variable airtemp and its Transforms

Select Plots

- ] aiternp LOG10 INVERSE | SOUARE | QUADROOT  POLY
" | Pearson Coefficient 03772 -0.3706 03824

A nntan nnve
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Figure 24. Scatterplots (Response vs. IV) for siifferent data transformations of a single 1V

After choosing a transformation for each IV, usgisk “OK.” This populates

the data grid with new columns representing tramséal versions of the IVs. The small
checkbox in the bottom left corner (Figure 23) colstwhether the untransformed
version of the IV remains enabled in the data gfidr the user clicks “OK.” When the
box is checked, for any IV in which the user ch@oséransformed version, the un-
transformed version will be disabled in the daid.giNotice that transformed versions of
an IV are put into the data grid immediately aftex original, un-transformed IV.

Notes on Transformed IVs

Any transformations put into the data grid can beeted with the “Delete
Column” choice after right-clicking on their colunmeader. Transformed Vs will
appear in the list of IVs on the “Manipulate” sanebowever, transformed IVs cannot be
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further transformed and will not appear in the $farm table if the user goes back to the
“Transform” window.

VB stransformations have specific processing for cerdaita values and are not
pure mathematical transformations -- they weregihesi to maintain data order while
helping to linearize the response-IV relationshior the SQUARE (b=2),
SQUAREROOT (b=0.5), QUADROOT (b=0.25), INVERSE (bFand GENERAL
EXPONENT (b is user-defined) transformations,,\{Bses the signed equivalent of the
mathematical function:

x"b == sign(x)*abs(x)"b
For example: (-3 -4 (-9¥°=-3 (-4f°=-05 (-2§=-0.25

To avoid potentially undefined values (i.e., 1/xentx = 0), the INVERSE and
GENERAL EXPONENT (if the user sets b < 0) transfatimns have special processing:

If x = 0, then VB 4will find the minimum of abs(z), where z is the sétll non-
zero values for the IV in question. For the pugroscomputing the transformation,
once z is defined, VB, substitutes z/2 for x. From this definition, nthat z can be
either a positive or negative number.

LOG;0 and LOG transforms are also the signed equivalent of ththematical
functions:
loge(x) == logs(x)
loge(-x) == -logy(x)
l0g10(X) == logio(X)
log10(-x) == -logro(x)

In addition, if (-1<x < 1), then log(x) = 0 and logy(x) = 0

VB2 4will not compute the INVERSE, GENERAL EXPONENT (Wia negative
b), LOG,p and LOG transformations for data columns if more than di%he IV’s
values are zero. Programmatically, zero is defamedny number whose absolute value is
less than 1.0e-21.

POLYNOMIAL transformations are the result of a Bmeegression of the
response variable on the IV and the square of\the |

Poly(X) = a + b*X + c*¥

where a, b, and ¢ are determined by a multipletimegression of X and®6n the
response variable.

In general, the name of the transformed columratd that VB screates is
simply the type of transformation, with the orididata column name in parentheses.
For example, WaterTemp would become L{g@®&/aterTemp). There are some
exceptions, however:
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INVERSE(X,Y) : X s the original data column naraed Y is the z/2 value
discussed earlier in this section.

POWER(X,Y) : When Y is positive, X is the originddta column name and Y is
the exponent specified by the user.

POWER(X,Y,Z) : When Y is negative, X is the origirdata column name, Y is
the exponent specified by the user, and Z is thevalue discussed earlier in this section.

POLY(X, a,b,c) : X s the original data column r@aand a, b, and c are the
values of the polynomial regression coefficients.

Finally, because transformations are determinethéygurrent response variable,
when users change the response variable in theyddtéusing the column header right-
click menu), all transformed IVs in the data grié arased (a message warns the user).

6.8 Saving Processed Data

Data can be saved in a project file (Proje8ave) at any time during data processing.
When the file is opened, the data grid will be i@ated as it appeared when the project
was saved. Also, users may highlight the entioéetar sections of the table and use
Control-c and Control-v to copy and paste the dathinto a word processing or
spreadsheet application.

6.9 Go to Modeling

After data processing is complete, users must thieK'Go to Modeling” button
to open the Modeling tab. If users have alreadyedonodeling work and returned to the
data sheet to make changes, they will receive aagesthat the data sheet has changed
and any prior efforts on the Modeling and Predicti@bs will be erased. Users can then
choose to move forward to the Modeling tab or retorthe data sheet.
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7. MODELING

The Modeling tab facilitates finding the best moblased on criteria selected by
the user. As the number of IVs increases, the murabpossible models in the solution
space increases exponentially. Users may seleat alsubset of the IVs for
consideration in the model to reduce the size ®@fthiution space.

7.1 Selecting Variables for Model Building

All eligible IVs are listed in the left column (“Aailable Variables”) under the
Variable Selection sub-tab. Any variable userdwttsconsider for model inclusion must
then be moved to the “Independent Variables” ishlghlighting the IV and clicking the
“>" key. Any number of IVs can be moved or removeam this list.

Beach Location [raka Processing Modeling ]
b odel Settings
Yariable Selzction | Control Options Murnber of Obzervations: 37

Dependent Yanable:  LogCFU

Available Variable:  [7] Independent aniablez  [0]

Ly
airtemp
waveheight
centershintemp
centensaisttemp
wiindS peed
WiindDirection

Figure 25. Selecting variables for MLR processingvithin the Modeling tab

As you add or remove IVs from the “Independent slales” list, the number of
possible MLR models is displayed in the statupsitithe bottom right of the application
window. The number of possible models can groweegngly large; 66 IVs represent
7.38*10 possibilities. More than 66 variables producesiaber that exceeds the
capacity of the program to store it — in such ca$asre than 9.2e019” is displayed.

7.2 Modeling Control Options

The first decision users make on this tab involwbgh evaluation criteria will be used
to judge model fitness. There are currently teteica available in the drop-down menu:
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» Akaike Information Criterion (AIC)

» Corrected Akaike Information Criterion (AICC)
e R?

« Adjusted R

* Predicted Error Sum of Squares (PRESS)

» Bayesian Information Criterion (BIC)

* RMSE

» Sensitivity
» Specificity
* Accuracy

E valuation Criteria

Al aike Infarmation Critenion [4IC] "

4 b amirmunn Murnber of arniables in a kModel
Available: ¥, Recommended: 4, Maw: 7

] b axirnumn %I F

Figure 26. Setting modeling options within the Modling interface

The “Maximum VIF” (Variance Inflation Factor) parater is used selectively to
discard models that contain variables with a higbrde of multi-colinearity, i.e., IVs that
are greatly correlated with other IVs. If any Wa model has a VIF exceeding the
threshold, that model will be discarded. The difdlF value used in the application is
setto 5. A VIF of 5 means that 80% (1/5) of tlagiability in an IV can be explained by
the variability of other IVs in the model. A VIR &0 means that 90% (1/10) of the
variability can be explained, and so on. If usgen’t concerned with muli-collinearity
among the explanatory variables in a regressionetntitey can lower the Maximum VIF
value. However, multi-colinearity leads to pooelstimated regression coefficients (i.e.,
large standard deviations of these coefficients).

The “Maximum Number of Variables in a Model” paraereells VB show large
the models being evaluated can be. As a rule, modtlers prefer to have about 10
observations per estimated parameter in their nspddterwise possibilities increase for
model over-fitting and poor estimation of regreagi@arameters. VB,/'s recommendation
is close to this rule. It equals (1 + n/10) wheiie the number of observations in the
dataset. The maximum allowable number equals il swon’t let users set this value
over the maximum. The total number of availablepeeters is also given here.

If we definep as the number of parameters in a models the number of
observations in the dataset, RSS as the residoabsquares for a model, and TSS as
the total sum of squares for a model, then theuatian criteria for a model can be
defined as:

e Akaike Information Criterion (AIC): 2p + n*In(RSS
e Corrected Akaike Information Criterion (AICC): (RSS/n) + (n+p)/(n-p-2)

e R> 1-RSS/TSS
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e Adjusted R: 1 - (1-R)(n-1)/(n-p-1)
e Bayes (Schwarz) Information Criterion (BIC): = nfRSS/n) + p*In(n)
e Root Mean Squared Error (RMSE): (RS$fn)

e Predicted Error Sum of Squares (PRESS):Z(y— 9.)*/ Z(Yi— Ym)*
where yis the j, observationy ; is the model estimate of thg @bservation when the model coefficients
are fitted with they observation removed from the dataset, apéthe mean value of y in the dataset

e Accuracy: (true positives + true negatives) / nemtf total observations
e Specificity: true negatives / (true negativesatsé positives)
e Sensitivity: true positives / (true positivesatsie negatives)

Sensitivity, specificity and accuracy are speceseas that require users to enter
both a Decision Criterion (DC) and Regulatory SEmddRS) so that true/false positives
and true/false negatives can be defined. The Onedeled (predicted) value the user
chooses. Model predictions above this threshadcansidered exceedances/positives,
while model predictions below this value are coastd non-exceedances/negatives. The
RS is typically a safety limit on fecal indicatcadieria (FIB) levels set by a state or
federal agency. The “Threshold Transform” radittdms tell VB show to transform the
DC and RS for comparison to model predictions dmskovations. If a transformation
definition is set for the response variable (eitim@nually by the user or automatically by
transforming the response) during data processag definition will be set as the
default here. Users should understand that chgrigethreshold transform definition
can lead to problems when comparing modeling ptiedis to observations. Caution
should be exercised.

bodel EvaluationT hresholdz

235 | Decision Criterion [Horizontal]

235 | Regulatory Standard [Vertical)

Threshald Transform Current 15 Regulatory Standards
(& Nane E. coli, Freshwater: 235
© Logto Enterococei, Freshwater: 61
) Ln

) Power Enterococei, Saltbwater: 104

Figure 27. Setting evaluation thresholds and thréwld transformation information within the
modeling interface
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7.3 Linear Regression Modeling Methods

There are two options for exploring the solutioacg

1. Manual — this option is for a directed model seariflihe ‘Run all combinations’
box is not checked, a single model including evgrthat was added to the
“Independent Variables” column will be evaluatdtl:Run all combinations’ is
checked, an exhaustive search is performed. Thaustive search evaluates
every model that can be constructed with the sedeldts, but does not evaluate
any with more parameters than the “Maximum Numbeéfariables in a Model”
input box. For example, if there are 24 Vs tolaate and the maximum number
of IVs in a model is set at 8, the exhaustive rmigxamines every possible 1, 2,
3,4, 5, 6, 7 and 8-parameter model. As the nurobBfs rises, the number of
possible models quickly gets so large that the estnzge routine cannot maintain
reasonable computation times and the user is atltasgwitch to the genetic
algorithm.

2. Genetic Algorithm — the Genetic Algorithm (GA) amti explores solution spaces
too large to handle exhaustively. Genetic alganghare loosely based on the
natural evolutionary process, in which individual& population reproduce and
mutate. Individuals with high fithess (regressiadels that produce small
residuals) are more likely to reproduce and pasis genes (1Vs) to the next
generation. The goal is to find a good solutiorhaitt having to examine every
possible option and the GA balances random andtdulesearching.
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Figure 28. Model building interfaceusing a manual search (left panel) or the Geneticlgorithm

(right panel)

Choosing between an exhaustive and a GA searcindgpa your data set,
available hardware and time constraints. Fiftéégroduce about 32,000 model
possibilities; on our system (Dell Precision T54@@rkstation running MS Win XPSP3
w/ dual Xeon 2.66 GHz processors having 4 GB RAtkg, exhaustive search was
completed in approximately 90 seconds. Sixteenrégsesent more than 65,000
possibilities which is more than double that ofl¥5. Some model building results are

summarized below:

Exhaustive Search — Run All Combinations

Number of IVs

Number of MLR models

Approximate Time
Required to Generate and
Filter Models (seconds)

15 32767 90
16 65535 110
17 131071 280

By contrast, the GA with 17 IVs was completed issl¢han seven seconds. We note,
however, that the exhaustive search did find d#lidpetter model than the GA did using
the selected AIC evaluation criterion (49.2 versSts
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An alternative modeling strategy could be to use@A on your entire list of IVs,
then the exhaustive search on a subset of thalits — any IV that appears in one of
the best ten models found by the GA. This two-stepleling process is facilitated with
the “IV Filter” list control.

bodel [nformation
Best Fitz:

1433235
-143.0320
14291118
-142.8249
-142.6253
-142 4560
-141.4343 b

I Filter
Add ta List Report

Clear List Crozg
W alidation

Figure 29. Using the IV filter to select a subsaeif variables from the best-fit models

When the GA ends and the 10 best models are shaerthe “Clear List” button
to remove all IVs from the selection list. Selaagnhodel from the “Best Fits” list one at a
time and click the “Add to List” button; this acti@dds any IVs in the model to the
Independent Variable list. After doing this foetten best models, users likely have a
much more manageable IV list and can run an exivaustarch to find the very best
combination of IVs. Regardless of the method chdeéuild models, the “Best Fits”
window shows the top ten models found, in termthefevaluation criterion chosen.

7.4 Using the Genetic Algorithm

There are five parameters users can set to adjustrmance of the GA:

a) Seed value: internal random number generatoradyze random values.
Setting this seed to a known value will make the i@GAreproducible.
Changing the seed will create a new series of nandmues, possibly returning
different results.

b) Population size: number of individuals in the plagion of each generation. A
larger population broadens the search at each g@merbut slows processing
time.

c) Number of generations: how long to run the seartesndividuals can
reproduce and mutate once each generation. Tesétof every individual in
the population is evaluated at the end of eachrgéoa.

d) Mutation rate: chance each individual has of undieigyrandom mutation in
each generation. The higher the mutation ratemthiee random (less directed)
the search of parameter space is.
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e) Crossover rate: probability that two selectedvithlials in the population will
exchange genome parts. Exchanging genes creategadigiduals in the
population.

The best GA parameter values depend on the d&tesef investigated, but
typical values of the mutation rate are betweefD4#&nhd 0.1 (0.1 and 10%) and typical
values of the crossover rate are between 0.4 &%(80 and 75%). For most datasets, a
population size and generation number of 100 valsbfficient. Larger datasets may
require an increase in these numbers for optinatisas.

Manual || Genetic Algarithnn

[] 5et Seedalue:
Population Size: 100

MNumber of Generations: | 100

butation Bate: 0.05
Crozsover Hate: Q.50
Run

Figure 30. Genetic algorithm options within the mdeling interface

7.5 Evaluating Model Output

After selecting a method to build models and aruateon criterion to rank them,
users then click the “Run” button. Model selectéomd evaluation progress is displayed
on the “Progress” graph at the lower right of theddling tab. Note that the “Run”
button changes to “Cancel;” the process is inteitlgpshould progress be unacceptably
slow. Once model-building is completed, the testB4LR fits are displayed in the
“Best Fits” box. Selecting a model from the ligsults in (see Figure 31):

1. Alist of the selected model’'s IVs with associatedression coefficients and
statistics is displayed on the “Variable Statistmsbtab.

2. Alist of the selected model’s evaluation metreshown on the “Model
Statistics” subtab.

3. The “Results” subtab will show two data seriese todel fits and
observations — versus the observation numberbdévations are
chronologically ordered, this is basically a tinegiss plot of the two data
series.

4. The “Fitted vs Observed” subtab shows plots ankbsabased on model fitted
values versus the observations.
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5. The “ROC Curves” subtab shows a plot of the Recedjeerating
Characteristic curve of each “Best Fits” modelnad as a table showing the
computed AUC (area-under-the-curve) for each R@€ &ection 7.7).

6. Clicking on “View Report” generates a text repdrbmdel and variable
statistics for the selected model.

7. The “Residuals” subtab allows users to accessesidual analysis functions
of the application (see Section 7.8).

8. The “MLR Prediction” tab will appear at the toploaing users to proceed to
the prediction component of the application.

Note that selecting a different model from the “Bléi$s” list updates the Variable
and Model Statistics tables, as well as the infaionadisplayed on the “Results,” “Fitted
vs Observed,” “ROC Curves” and “Residuals” subtabs.
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Figure 31. Modeling results shown after completionf a run using the genetic algorithm
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Figure 32. Modeling Interface showing variable stastics for the selected Best-Fit model
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Figure 33. Modeling interface showing model evalugn metrics for the selected Best-Fit model
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Figure 34. Modeling interface showing a time sergeplot for the selected model
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Figure 35. A scatter plot of fitted values of theselected model versus observations
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Figure 36. The ROC curves and AUC table for the Bst Fit models

7.6 Viewing X-Y Scatterplots

In multiple locations within VB4(Modeling, Residual Analysis and MLR
Prediction), users can access a tab that allows tbeview information for comparing
observations to model fitted values or predictifffigure 35). From this space, users can
view four different pieces of data:

1) A plot of fitted values/predictions versus olsgions: “Pred vs. Obs”

2) A table summarizing model errors (false negatifadse positives) as the decision
criterion (DC) varies across the range of the raspovariable: “Error Table: DC as

CFU”

3) A plot of the percent of probability of exceedar{calculated based on the current DC)
versus observations: “% Exc vs. Obs”

4) A table summarizing model errors as the peroéptobability of exceedance is

varied: “Error Table: DC as % Exc”

These four are chosen with the drop-down menueatdp left corner of the form.
On both of the two plots, a right-button click hretplot area shows a menu of functions
for saving, copying, printing or manipulating thetpview. The plot area can be zoomed
and un-zoomed: left-button mouse drags an arezolmming in; with right-button click,
select “Un-Zoom” or “Set Scale to Default” to sée entire data set. To pan to an area
of the plot not in view, hold the Shift key downdamse the left mouse button to drag the
view. To view (x,y) values of any data point, hotlee cursor over the data point. If the
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information does not appear, right-click on thepdrand make sure “Show Point Values”
is selected.

In regards to interpretation of these plots, theeegr(Regulatory Standard) and
blue (Decision Criterion) lines permit model evdioa and provide information on
which to base a DC to be used for predictive pugpo€n the plots, false positives
represent data points in the upper left quadratitefyraph, in which the model
fits/predictions exceed the DC, but observatiomsbaiow the RS. In such cases, a beach
advisory would be incorrectly issued based on thdehprediction, leading to potential
economic losses. False negatives (points in therloight quadrant) represent a
potentially more serious scenario: model fits/pceédns below the DC and observations
that exceeds the RS. In other words, swimmingebeach may have been allowed
when it should have been prohibited due to elevitBdconcentrations.

A model that produces no false positives or falsgatives would be an ideal
decision tool, but this is often unattainable withl data. Examining the two tables (#2
and #4 mentioned above) on this subtab should alkers to set a robust DC (either
using units of the actual response variable oregmage probability of exceedance) that
minimizes both errors. Note that in most casesRB is set based on federal or state law
and should not be adjusted by the user, howewvewgbr is free to adjust the DC to
minimize false negatives and false positives.

7.7 ROC Curves

In addition to time series and scatterplots whslcbw results for an individual
model, users may also compare all “Best Fits” medsing the ROC Curves tab (Figure
36). A Receiver Operating Characteristic curvensha model’s true positive rate
(sensitivity) plotted against its false positivéerél - specificity) as a decision threshold
varies between the model’s minimum and maximumipted values. Models can then
be compared using the area under their ROC cuAd€). Models having the largest
AUC values perform best over the entire decisicacsp

The model with the largest AUC appears in red iexthe ROC tab’s model list.
A single ROC may be plotted by selecting a modé¢helist and clicking “Plot.”
Multiple models can be selected in the usual Wingltaghion with Shift-Click (select all
items between the first and second selection) aitiGbClick (select only the clicked
items). The background cell color of modett selected for plot display will be gray
after the “Plot” button is clicked.

Clicking “View Table” will replace the ROC plot wita table showing the false
positives, false negatives, sensitivity, and spatyfat every evaluated value of the
Decision Criterion for a single selected model.etdsneed only click on a model in the
list to the left of this table to see its resulidie ROC plot will return to view after
clicking “View Plot.”

AUC calculations are performed and curves are gdotthen the “ROC Curve”
tab is selected. If this tab is active and new ef®dre subsequently built, leaving this
tab and then returning will generate the new phoid AUC values.
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7.8 Residual Analysis

Users may click the “Residuals” subtab to view mnfation about residuals of the
selected model. There are three additional taib@Residuals tab: Residuals vs Fitted,
Fitted vs Observed, and DFFITS/Cooks (Figure 37).

Progress | Results | Fitted vs Observed | ROC Curves | Residuals
R ebuilds
Residuals vs Fitted | Fitted vs Observed | DFFITS/Cooks

SelectedModel

[ A0 Marmality Statistic = 06167
A0 Statictic Povalue = 01062 Studentized Residuals vs Fitted
4
3
]
L]
K
é 1
=]
T 0
= 1 (s3]
H oo o
T2
7
3
4 3 o
-5 } } } } }
0 1 2 3 4 = G
Fitted Values

Figure 37. Information available on the Residualsubtab, including a plot of studentized residuals
versus fitted model values, the Anderson-Darling reidual normality test, and regression statistics

The Residuals vs Fitted tab shows a plot of theesitized residuals versus their
fitted model values. In the upper-left corneriud plot (Figure 37), the Anderson-
Darling Normality Statistic (http://en.wikipediagiwiki/Anderson-Darling) is shown
with its significance (p-value). Linear regressamsumes normally-distributed residuals,
so if this A-D normality test fails (the p-valueless than 0.05), the user should 1)
transform the response variable, 2) transform sointlee 1Vs, or 3) consider deleting
high leverage observations, which can be done thenDFFITS/Cooks tab.

On the DFFITS/Cooks tab, observations are sortetthdojargest (absolute value)
measure in a grid (Figure 38). At the lower I8fg user can use radio buttons to toggle
between DFFITS or Cook’s Distance values, as wettanging their view from a grid
of the sorted values to a plot of the DFFITS or Ke®istance values versus the Record
ID (Figure 39). Data points with very large DFFIT®0k’s Distances (i.e., lie outside
the horizontal red boundaries on the graph) diskarfiitted values and standard
deviation of the regression coefficients.
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| Progress | Fiesuls | Fited vs Observed | ROC Cuves | Residuals |
Rebuilds

Residuals vs Fittsd | Fitted s Observed | DFFITS/Cooks _

:tE:l -.-|'| =] | T e b AT
] Fiesidual Table

(ki Stive Fsbiid Record DatesTime DFFITS ".
» ]
Z5Rblpdn = L38e 0 WEFEIFE | 047077
229 38495 3758 0443263
o P i (ITH7ITE 0426416
Stop when all DFFITS less than: 1360 | 39223.375 | 0401342
= o . 482 3956338819 | -0.355593
= (@) iterative threshold using 2*SQR(pnI=[0.1987] i
() Tahle . = 272 385753750 0246042
= () constant threshald (01789 - |
3 Plot : | 27B 38586370 0344014
Fiasidial 124 . 37483378 | 0317248
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1493 39611.59444... | 0.299181
L ar4 39237375 0287433
150 70471375 0279608 |
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Figure 38. A table of the DFFITS scores of the reduals

Progress | Results || Fitted vs Observed | ROC Curves | Residuals
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Figure 39. A plot of the DFFITS scores of the reduals

When the grid of DFFITS/Cooks values is visibléclahg the Iterative Rebuild
“Go” button removes the observation with the latgdssolute value DFFITS/Cooks, re-
fits the regression, and calculates new DFFITS/Gdokthe remaining observations.
This model is named “Rebuildl,” and added to thetlés” window at the top left of the
screen. Clicking on the Iterative Rebuild “Go” taurt again would produce a model
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called “Rebuild2,” which is calculated after remogithe observation with the largest
absolute value DFFITS/Cooks remaining in the dataSbe user can continue to click
“Go” and remove observations with the largest rening DFFITS/Cooks, thus creating
“Rebuild3,” “Rebuild4,” “Rebuild5,” etc. VB will ot allow a user to delete any
observations if 10 or fewer observations remaithendataset.

Whenever a “rebuild” is created by pressing “Gbg tnformation displayed in
the Variable and Model Statistics tables, as weth& plots and information on the
Residuals subtab, is automatically updated tocttles new model (even if another
model is highlighted in the “Best Fits” window).oltever, the user can select any model
in the “Best Fits” window to view its associatedaland plots.

The user has complete freedom to carry out theeoudmoval process while
toggling back and forth between DFFITS and Cookist@hce measures. For example,
the first removal can be based on a DFFITS vaheenext removal can be based on a
Cook’s Distance, the next two removals can be basddFFITS, etc. If the user wishes
to clear the models from the “Rebuilds” window, plynclick the “Clear” button.

Rather than using lterative Rebuild, the user hasadditional choices for Auto
Rebuild, both of which remove all observations abseme threshold. The “iterative
threshold” choice bases removals on a threshotdghgdated every time an observation
is deleted. For DFFITS, this threshold is 2*(f/f)where p is the number of IVs in the
model and n is the current number of observatiorike dataset. For Cook’s Distance,
the threshold is 4/n.

Iterative Fiebuild 2*SOR(p/n] = 0.2491

Auto Rebuild
Stop when all DFFITS lezs than:

() iterative threshold using 2*5 QR [p/A)
() conztant threshold | 0,249

“iew Data Table

Figure 40. DFFITS/Cook’s Distance controls for reraving highly influential data points

In the “iterative threshold” process of “Auto Relokji step one is to check if any
DFFITS/Cooks are above the threshold; if sop¥Bemoves the observation with the
largest absolute value DFFITS/Cooks and then ralzts the regression model, the
DFFITS/Cooks, and the threshold (because n hasredeced by 1). VB then checks to
see if any of these new DFFITS/Cooks are abovadhethreshold. If so, the process
repeats. VB will continue until no DFFITS/Cooksnan that exceed the current
threshold, or until half of the dataset has beamoreed, whatever comes first. For
example, if a dataset has 100 observations,,M&ill allow 50 to be removed before it
breaks out of the Auto Rebuild removal loop. Adtthoint the user can click the Auto
Rebuild “Go” button again to potentially remove Hrer 25 observations of the
remaining 50. We note that, in practice, one sthowkt remove more than about 5% of
the original dataset as outliers; the need to reamowere indicates a poor MLR fit and
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warrants a different analytical technique. Indeeith normally distributed data, we
expect 5% of the observations to be fit relatiyebprly by the model.

Using the “constant threshold” Auto Rebuild optaiffers from the “iterative
threshold” only in that the threshold remains stéte., the value the user types into the
input box) regardless of how many observationglateted. Updated DFFITS/Cooks are
still calculated after every removal event. )Bwill also stop this process if half the
number of starting observations has been del€fbdre is an upper limit to the number
that can be entered into the “constant threshaigtii box (DFFITS = 3, Cook’s Distance
=16/n).

Upon completion of the Auto Rebuild process, midtimodels may have been
added to the “Models” window. For example, if Ifservations were removed, then
“Rebuild1” through “Rebuild10” will appear in thé/fodels” window.

If a user has interest in both DFFITS and Cook'st&ices as outlier metrics, we
suggest one of the following methods:

1) To see if the two criteria would produce differesgults:
Apply DFFITS removal to your model of choice. Nthe results and then clear the
Residual tab using the “Clear” button. Next perfa removal process based on
Cook’s Distance and compare the results.

2) To filter out observations that offend either DFBI®r Cook’s Distance criteria:
Run DFFITS removal on the model (i.e., remove bBervations above your
specified DFFITS threshold), then click the CodRistance subtab and perform
additional outlier removal based on its threshdMter this process, remaining
observations are fine from the perspective of nog¢trics.

Note that when the user wants to move from the Mogl¢éab to the MLR
Prediction tab, the model that will be carried fard/is the last model clicked in either
the “Best Fits” window or the “Rebuilds” windowt’'d easy to confirm which model will
be carried forward by checking the title of (andadaithin) the “Variable Statistics” and
“Model Statistics” tabs. Also note that any obs¢ions removed from the “Residuals”
tab are not removed from the primary dataset shmwihe “Data Processing” tab.

Viewing the Data Table

From the DFFITS/Cooks subtab, users can click aeviMData Table” to display
a history of the observation removal process fergblected model. From this window,
users may export the dataset for external use-ionpertation into VB 4.
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i Model Data

Records Eliminated from Model Data Set

| Model \F‘,:Eg“a' Fesidual Type  Date IogE cal claouds SOR [turbidity] SOR[Previous24h
3 di 1339718 DFFITS |an16/2007 35846073 |5 15.06237840420... | 1118033988743,
Rebuid2 [1.013314 DFFITS 6172008 0301029395 |4 2664562518834... |0
Rebuid3 | 0685558 DFFITS | 742512008 2939519283 |3 5 540758070875 |0
* i i i i

Model Data Set - Inactive Records in Red

I Date logE coli clouds SOR[turbidity] SOR[Previous24hr POLY[aitermp] ]

' 1230448321 |4 [1. 717556403731 .. |0 1507054932941,
B/2/2007 l2mamiosz |4 1.612451549659... |0 1603774531388,
B/3/2007 1aa7EZIOST |2 |6 BOBE14663663. | 0.223606797749 | 1 763618147048
B/4/2007 10411993 |3 |3ts4se2088117. (0 | 178318147048

o Qg’ﬁg’?pn? n Qhrl_?nQ_QQQT_ | A | 1 QPIRIWANEART | n 11 7ARNRT11 ';Q :

Figure 41. “View Data Table” window for examining the dataset after removal of influenial data

points

The “Fitted vs Observed” plot is the same as intoedl in Section 7.6. There are
two plots and two tables to examine, along withtraa to modify the Decision Criterion
(blue horizontal line) and Regulatory Standard égreertical line), to judge effects these
changes have on model outcomes (false positivisg, fi@gatives, sensitivity, specificity,

etc.).

| Pragress | Results || Fitted vs Observed | ROC Cuwes| Residuals |

Febuilds

Selectedhodel
Rebuildl
Rebuild2

Rebuildd

Clear

Fiesiduals vs Fitted | Fitted ve Observed | DFFITS/Cacks |

Select Wiew

|P|0t: Pred ws Obs

]

Flot Thresholds

) None
=l

O Ln

) Power

Model Evaluation

Decizion Criterion [Horizontal]
Fegulatony Standard [Wertical]

Threshold Tranzform

Makd

Falze Positives [Type 1):
Specificity:

False Megatives (Type I):
Sengitivity:

Accuracy:
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Fitted vs Observed
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Figure 42. Fitted vs Observed plot on the Residuaiubtab with model evaluation threshold control
and model evaluation statistics
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Figure 43. Residuals interface showing a list ofebuilt modelsresulting from observation deletions,
and the associated statistics and residual plotsrfthese rebuilds

7.9 Cross-Validation

Clicking the “Cross-Validation” button on the Modwgj tab brings up a sub-
screen. On it users can set two parameters: sasigd for theestingdata (T) and
number of random samples (R) taken. When crosdatain is started, a random sample
of size T is taken from the modeling dataset anésiele. Each “Best Fits” model is then
re-fit to the remainingraining data. The IVs in each model stays the samehleut t
regression coefficients are adjusted to reflectenst-squares fit to theaining data.

The Mean Squared Error of Prediction (MSEP) is ttedoulated based on thedsting
data points for each candidate model. The pro¢akmg a randontestingsample; re-
fitting regression coefficients for the ten candédaodels based on thaining data;
using the re-fit models to make predictions; anchgoting 10 MSEP values) will be
done R times. A table will show average MSEP w&aliee each candidate model.

Cross-validation is a widespread, useful techniguexamining the predictive
power of models, i.e., their ability to make preitios for data they have not seen before.
For users wishing to emphasize the predictive tgoli a potential model, cross-
validation allows them to evaluate which candidat&lel consistently makes the best
predictions (i.e., has the lowest MSEP). Note thatPRESS statistic \(Bprovides as a
model evaluation criterion is a cross-validaticatistic with T setto 1. The PRESS
algorithm removes one observation at a time froenddtaset, re-fits the model regression
coefficients, and then calculates the squareduakidr the removed observation. It
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does this once for every observation in the datasebmpute the model's PRESS value -
- a confined look at a model’s predictive potential

Recommended values to enter for the observaticets fios testing are
approximately 25% of the total number of observatiand 500-1000 trials.

&5 Cross Validation

Tolal Number of Observations: 225

Humber of Dbservations Used for Testing |40 |

Humber of Triak: 100 | | T
Fitress MSEP Ind ¥ar 1 Indar 2 Ind ar 3 Ind Var 4 Ind*ar 5§ Indar B Ind Yar 7 A

r E STVON (1722258676933 | clouds | soRfubidiy] SOR[Previous24... | POLY[aiteng] | POLY[dewpoint] | POLY[almpressure] | LOGlcupahogari..
A43.092024867... | 0.183755617610... | clouds SQR urbidiy] SOR[Previous24... |POLY[aitemp] | POLY[dewpoini]  POLY[atmpressue] | LOG[cupahogariv..
42911814497 . | 0189189307571 | clouds SR [hurbidity] SOR[Previous24. . | POLY aitemp] POLY[dewpeint] | LOG[euyshogariv. . | POLY[ucomp]
42620883297 | 0172544273813 | clouds | SoRubidiy] SUR(Previous24. | POLYlaitemp] | POLv[dewpoint] | POLY[atmpressure] | LOG[owahogais.
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Figure 44. The cross-validation results for eachfdghe 10 best-fit models
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7.10 Report Generation

A text report of modeling results can be generategied to the system
clipboard, or saved to a text file using the “ViR&port” button. Users can view the
report within VB 4by selecting the desired models and clicking onri&ate Report for
Selected Models.” The report contains descripgitagistics for each model variable and
model evaluation statistic. Any number of bestfitdels can be selected for reporting.
A recommended approach to saving the informaticamiexternal application is
to copy the report to the clipboard (with the “Ctpylipboard” button) and paste it into a
rich-text application like MS Word, Write or WordéPaNotePad or other text editors
will work, but column formats will likely be lostral make the report difficult to
interpret.

Select models for report:  |MLE Mode| Building Report o
WEBZ2 Project Mame:
WEBZ Project File:
Imported Data Input File:
205 Independent Wariahle: logEcali
A0 0790 Mumber of observations: 224
1007315
Madels are listed in order of best-fit based upon selected evaluation criterion.
Model Evaluation Criterion: Akaike
Generate Repart
for Selected
fodels Model: logEcaoli = 13.164%e-01 - 25.4104e-03*airtemp + 10.227e-03*urhidity + 87.1553e-03
*clouds - 26.4922e-05%rockyriverflow + 18.4437e-03*windspeed + 18.7124e-05*cuyahogariverflow
v + 22.4786e-02*Previous24hrrainfall + 26.035e-03*dewpaint
SaveT oFile
Model Evaluation Score: -1.0687e02
CopyT oClipboard
Al Evaluation Metrics:
\figw Evaluation R Sguared: 4.78%e-01
Graphs Adjusted R Sguared: 4.596e-01
Akaike Info Criterion: -1.0687e02
il T v

Figure 45. A text report generated on the modelingesults

Comparative bar graphs can be displayed to viewatian criteria for all top
models. Click on “View Evaluation Graphs” to skege plots. Hover the mouse over
any plot to display the relevant evaluation craeand hovering over any bar displays the
associated model. Note that the evaluation caitgraphs are scaled to emphasize
differences between the model scores althoughiffezehce may, in fact, be quite small.
With the cursor over any graph, right-mouse cliold gelect “Set Scale to Default” to
view the un-scaled graph.
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Model Evaluation Criteria
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Figure 46. Plots of the various model evaluation atrics for the 10 best-fit models
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Figure 47. Scaled versus un-scaled views of sektimodel evaluation criterion
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8. PREDICTION

The Prediction interface allows users to estimaferedict FIB concentrations
with a selected regression model. Whether a uasrpreviously on the Modeling tab
(with a model selected in “Best Fits”) or on theskigals tab (with a model selected in
“Models”), the interface of the MLR Prediction talill look the same.

8.1 Model Statement

At the top is the linear expression for the chasenlel, with values of the
regression coefficients and names of each IV imibdel (Figure 48).

8.2 Model Evaluation Thresholds

There are input boxes for the Decision Criteriol©fDProbability of Exceedance,
and Regulatory Standard (RS). Setting these alloadel predictions to be evaluated
and model specificity, sensitivity, and accuracypéocalculated. When users first arrive
at the Prediction tab, values of the DC and RShdlket to what was on the Modeling
tab. The “Threshold Transform” button tells ¥Bow to transform the DC and RS for
comparison to model predictions and observatidha.transformation definition was set
for the response variable during data processiitigefemanually by the user or
automatically by transforming the response), thedindtion will be set here as the default.
Users should be aware that changing the threshantdform definition can cause
problems when comparing modeling predictions teeolaions. Caution should be
exercised.

There are also two red labels indicating the respaariable (RV) transform and
the observation transform. These inform the usénecurrently specified
transformation types for these two data piecese R¥ transform was set back on the
data processing tab, while the observation transisrset on this tab by right clicking on
the column header of observations (in the middétiae of the lower table). If the user
imports or types in untransformed observationsy thenot have to do anything - ¥B
assumes by default that observations are untransfir If the user imports/enters log10-
transformed observations, for example, then they e right-click on the observations’
column header and choose “Log10” from the listlofices. This gives VBithe
information it needs to correctly compare obseoratito model predictions.
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Figure 48. The Prediction interface

8.3 Prediction Form

Most of the prediction form is in three separat@agmnels: the left panel holds
IV data; the middle panel is for observational datg., lab results of FIB concentrations;
and the right section shows model predictions aradbiation metrics. Each panel also
contains a column for a unique ID for each row atad(e.g., the date that data were
collected). The panels have separate horizonthvartical scroll bars that become
visible if the number of rows or columns exceeds\tiewable area. The three panels
independently scroll horizontally, but scroll agraup vertically. Panels can be re-sized
by clicking and dragging the blue vertical partiso Order of the columns in the left and
right panels can be changed by clicking and dragtiie column headers left or right.

Users can import IV and observational data fronteauSing “Import IVs” and
“Import Obs” buttons in the “Prediction Form” buttdank located in the middle right of
the screen, or users can type data into the imulg.gEither way, they should be certain
that the entered IV data are in the same unite@setused to build the model.

Depending on which model was selected for predictioe IV panel will have
one column for every unique IV that appears inrttoglel, plus a column for the row’s
unique ID. When a data file is imported with theport IVs” button, a “Column
Mapper” window opens. This window allows users$eibVB, 4 which columns in the
imported datasheet should be used for the row Hdseach IV found in the model. By
default, the first column of the imported file mapgshe ID field, but users can choose
another column if needed. If a column in the impdrspreadsheet has an identical name
to an IV in the model, that column will be autorsatly selected by VB, as the
appropriate one for that IV.

58



8 Column Mapper |Z”E|r>__<|

todel ' aniables |mported Y aniablesz
I tstamp

v Ly

waveheight waveheight

wihindCirection WindDirection

Figure 49. Importation of IV data using the “Column Mapper” window

As with IV data, observational data can be typed the middle panel or
imported using “Import Obs.” For observationalajainly two columns are needed:
row IDs for every observation and the actual obsgons. A “Column Mapper” window
appears when observational data are imported fréla. aAfter they have been imported
or manually entered, users can specify the obgernvgtpe for a proper comparison to
model predictions. This is done by right-clickiog the “Observation” column header
and defining the transformation: none,®dog., or a power transformation. “None” is
the default choice. For example, if Log10 obseoret are imported, the user would
need to change the right-click menu choice to “L®@y1

&8 Column Mapper

Obz D= Qb=
3 ] betarnp b
Obzervation LogCFLI "

Figure 50. Importation of observational data usinghe “Column Mapper” window

The “Make Predictions” button remains disabled Iuhe IV data (imported from
a file or manually typed) are validated using thé Data Validation” button. This scan
ensures there are no blank cells or non-numerecidahe 1V columns of the IV data
panel and checks that every row ID is unique (nomeric data are allowed for the ID
column). This validation scan window is very sianito the validation scan window sin
the Data Processing tab; however, “Delete Coluramiot a choice. “Replace With” and
“Delete Row” are the only ways to deal with prob&em the IV data grid.
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Figure 51. The IV validation window on the MLR Prediction tab

Once IV data have been validated, clicking the “Bl&kedictions” button will
generate model predictions. Observational datd neebe present to make predictions,
but observations are needed for model evaluatiems{gvity, specificity, false negatives,
false positives, etc.). After clicking “Make Pretions”, VB, 4 uses the model, IV data,
and observational data to fill the right panel viltk following data columns: ID, Model
Prediction, Decision Criterion, Regulatory Standd&xceedance Probability, and Error

Type.
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Figure 52. A prediction grid after IVs and observdional data have been imported, and model
predictions have been made

The ID column of the model output panel is takeedatly from the ID column of
the IV panel, not the observation panel. The “MBkedictions” button makes one
model prediction per row in the IV data panel, reggss of how many observations are
entered in the observation panel.

The Model Prediction column contains predicted galaf the response variable.
Right-clicking on this column header allows thertsechange how the predictions are
displayed in the table (as linear, log, or poweat)n The Decision Criterion and
Regulatory Standard are values set by the usew(shothe left panel as transformed by
the choice of “Threshold Transform”). The ExceedaRrobability (actually the
probability x 100) is defined as the probabilitatithe model prediction will be larger
than the Decision Criterion, based on uncertaiotyrls (confidence intervals) around
the model predictions.

To compare model predictions to observations; MBoks at the prediction ID
and attempts to find an observation in the obseEmwatanel with that same ID. (B
does not require unique IDs for each row in thezoletion panel, but note that a model
prediction is compared to the first observatiomidwith the same ID. When comparing
model predictions to observations, an error (falsgeedance or false non-exceedance)
appears in the “Error Type” column.

It is important to note that accurately assessingehoutput depends on
synchronized transformation information regarding Decision Criterion, Regulatory
Standard, model predictions, and observations.rdisest be careful to ensure each
value is in a comparable unit.
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8.4 Viewing Plots

After predictions have been made, a scatterplobservations versus predictions
can be viewed by clicking “Plot” in the “Predicti@rid” button bank. If no
observational data were entered, a message askiopgervational data appears. The
features and functionality of the form that appesngn the “Plot” button is clicked are
described in Section 7.6. The data are based mpa&ong model predictions (right pane
of the Prediction Form) with observations (middée) that share the same, unique ID.
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Figure 53. Prediction interface plotting of the olservations versus predictions, with model evaluatio
threshold controls
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8.5 Prediction Form Manipulation

Two other buttons are found in the “Prediction Ghdtton bank. If a user wants
to view the table in a spreadsheet or word pronggsiogram, “Export as CSV” saves
the contents of the entire table (three panels)am format. “Clear” deletes all
information in the predictive table. As with madtthe tabular information in VB, data
in individual panels can be selected with a laftkclnd drag. Control-c and Control-v
can then be used to copy and paste the data intbemapplication such as WordPad or
Excel.

9. LATEST RELEASE

VB has undergone continuous improvement and functiexyadnsion. In VB,
released in September 2013, project managemenhesi&nts allow modeling results
to be saved. The prediction interface providegsto the USGS automated data
delivery system called EnDDaT for the retrievabiié-specific data such as water
guality, water flow gauge readings and weather mreasents. Model- building
functionality goes beyond MLR to include GradiemaBting Machines (based on
decision trees), and Partial Least Squares regressi

10. USER FEEDBACK

Opinions and experiences from the user communéyaicomed by the Virtual
Beach design/development team. Users are encaltageport problems, issues and
likes/dislikes to:

Mike Cyterski — 706 355-8142yterski.mike@epa.ggv
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