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Abstract

Section 812 of the Clean Air Act Amendments of 1990 requires the Environmental Protection Agency
(EPA) to periodically assess the effect of the Clean Air Act on the “public health, economy, and environment of
the United States,” and to report the findings and results of its assessments to the Congress. Section 812 further
directs EPA to evaluate the benefits and costs of the Clean Air Act’s implementation, taking into consideration
the Act’s effects on public health, economic growth, the environment, employment, productivity, and the economy
as a whole. This EPA Report to Congress presents the results and conclusions of the first section 812 assess-
ment, a retrospective analysis of the benefits and costs of the Clean Air Act from 1970 to 1990. Future reports
will detail the findings of prospective analyses of the benefits and costs of the Clean Air Act Amendments of
1990, as required by section 812.

This retrospective analysis evaluates the benefits and costs of emissions controls imposed by the Clean Air
Act and associated regulations. The focus is primarily on the criteria pollutants sulfur dioxide, nitrogen oxides,
carbon monoxide, particulate matter, ozone, and lead since essential data were lacking for air toxics. To deter-
mine the range and magnitude of effects of these pollutant emission reductions, EPA compared and contrasted
two regulatory scenarios. The “control scenario” reflects the actual conditions resulting from the historical
implementation of the 1970 and 1977 Clean Air Acts. In contrast, the “no-control” scenario reflects expected
conditions under the assumption that, absent the passage of the 1970 Clean Air Act, the scope, form, and
stringency of air pollution control programs would have remained as they were in 1970. The no-control scenario
represents a hypothesized “baseline” against which to measure the effects of the Clean Air Act. The differences
between the public health, air quality, and economic and environmental conditions resulting from these two
scenarios represent the benefits and costs of the Act’s implementation from 1970 to 1990.

To identify and quantify the various public health, economic, and environmental differences between the
control and no-control scenarios, EPA employed a sequence of complex modeling and analytical procedures.
Data for direct compliance costs were used in a general equilibrium macroeconomic model to estimate the
effect of the Clean Air Act on the mix of economic and industrial activity comprising the nation’s economy.
These differences in economic activity were used to model the corresponding changes in pollutant emissions,
which in turn provided the basis for modeling resulting differences in air quality conditions. Through the use of
concentration-response functions derived from the scientific literature, changes in air quality provided the basis
for calculating differences in physical effects between the two scenarios (e.g, reductions in the incidence of a
specific adverse health effect, improvements in visibility, or changes in acid deposition rates). Many of the
changes in physical effects were assigned an economic value on the basis of a thorough review and analysis of
relevant studies from the economics, health effects, and air quality literature. The final analytical step involved
aggregating these individual economic values and assessing the related uncertainties to generate a range of
overall benefits estimates.

Comparison of emissions modeling results for the control and no-control scenarios indicates that the Clean
Air Act has yielded significant pollutant emission reductions. The installation of stack gas scrubbers and the use
of fuels with lower sulfur content produced a 40 percent reduction in 1990 sulfur dioxide emissions from elec-
tric utilities; total suspended particulate emissions were 75 percent lower as a result of controls on industrial and
utility smokestacks. Motor vehicle pollution controls adopted under the Act were largely responsible for a 50
percent reduction in carbon monoxide emissions, a 30 percent reduction in emissions of nitrogen oxides, a 45
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percent reduction in emissions of volatile organic compounds, and a near elimination of lead emissions. Several
of these pollutants (primarily sulfur dioxide, nitrogen oxides, and volatile organic compounds) are precursors
for the formation of ozone, particulates, or acidic aerosols; thus, emissions reductions have also yielded air
quality benefits beyond those directly associated with reduced concentrations of the individual pollutants them-
selves.

The direct benefits of the Clean Air Act from 1970 to 1990 include reduced incidence of a number of
adverse human health effects, improvements in visibility, and avoided damage to agricultural crops. Based on
the assumptions employed, the estimated economic value of these benefits ranges from $5.6 to $49.4 trillion, in
1990 dollars, with a mean, or central tendency estimate, of $22.2 trillion. These estimates do not include a
number of other potentially important benefits which could not be readily quantified, such as ecosystem changes
and air toxics-related human health effects. The estimates are based on the assumption that correlations between
increased air pollution exposures and adverse health outcomes found by epidemiological studies indicate causal
relationships between the pollutant exposures and the adverse health effects.

The direct costs of implementing the Clean Air Act from 1970 to 1990, including annual compliance expen-
ditures in the private sector and program implementation costs in the public sector, totaled $523 billion in 1990
dollars. This point estimate of direct costs does not reflect several potentially important uncertainties, such as
the degree of accuracy of private sector cost survey results, that could not be readily quantified. The estimate
also does not include several potentially important indirect costs which could not be readily quantified, such as
the possible adverse effects of Clean Air Act implementation on capital formation and technological innova-
tion.

Thus, the retrospective analysis of the benefits and costs of implementing the Clean Air Act from 1970 to
1990 indicates that the mean estimate of total benefits over the period exceeded total costs by more than a factor
of 42. Taking into account the aggregate uncertainty in the estimates, the ratio of benefits to costs ranges from
10.7 to 94.5.

The assumptions and data limitations imposed by the current state of the art in each phase of the modeling
and analytical procedure, and by the state of current research on air pollution’s effects, necessarily introduce
some uncertainties in this result. Given the magnitude of difference between the estimated benefits and costs,
however, it is extremely unlikely that eliminating these uncertainties would invalidate the fundamental conclu-
sion that the Clean Air Act’s benefits to society have greatly exceeded its costs. Nonetheless, these uncertainties
do serve to highlight the need for additional research into the public health, economic, and environmental
effects of air pollution to reduce potential uncertainties in future prospective analyses of the benefits and costs
of further pollution controls mandated by the Clean Air Act Amendments of 1990.
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peqg/L

ug/m?

ng
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ANC
ANL
APPI
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ASI
ATERIS
ATLAS
AUSM
BEA
BG/ED
BI
BID
BP
BTU
c.l.

CA
CAA
CAAA90
CAPMS
CARB
CASAC
CDC

CERL

CEUM
CHD
CIPP
CO
CO,
COH
COHb
COPD
Council
CPUE

microequivalents per liter

micrograms per cubic meter

micrograms

micrometers, also referred to as microns

SAB Advisory Council on Clean Air Compliance Analysis Physical
Effects Review Subcommittee

AGricultural SImulation Model

EPA Aerometric Information Retrieval System
aluminum

acid neutralizing capacity

Argonne National Laboratories

Argonne Power Plant Inventory

Air Quality Control Region

Argonne Utility Simulation Model

Acid Stress Index

Air Toxic Exposure and Risk Information System
Aggregate Timberland Assessment System
Advanced Utility Simulation Model

Bureau of Economic Analysis

total light extinction

Block Group / Enumeration District
atherothrombotic brain infarction

Background Information Document

blood pressure

British Thermal Unit

confidence interval

cerebrovascular accident

Clean Air Act

Clean Air Act Amendments of 1990

EPA’s Criteria Air Pollutant Modeling System
California Air Resources Board

SAB Clean Air Scientific Advisory Committee
Centers for Disease Control (now CDCP, Centers for Disease Control
and Prevention)

EPA/ORD Corvallis Environmental Research Laboratory (old name; see
NERL)

ICF Coal and Electric Utility Model

coronary heart disease

changes in production processes

carbon monoxide

carbon dioxide

coefficient of haze

blood level of carboxyhemoglobin

chronic obstructive pulmonary disease

SAB Advisory Council on Clean Air Compliance Analys:s
catch per unit effort
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CR concentration-response
CRESS Commercial and Residential Simulation System model
CSTM Coal Supply and Transportation Model
CTG Control Techniques Guidelines
CvV contingent valuation
CVM contingent valuation method
D.C. District of Columbia
DBP diastolic blood pressure
DDE dichlorodiphenyldichloroethylene
DDT dichlorodiphenyltrichloroethane
DEEV, . decrement of forced expiratory volume (in one second)
dL deciliter
DOC Department of Commerce
DOE Department of Energy
DOI Department of Interior
DRI Data Resources Incorporated
dv DeciView Haze Index
DVSAM Disaggregate Vehicle Stock Allocation Model
EC extinction coefficient
EDB ethylene dibromide
EDC ethylene dichloride
EFI Electronic Fuel Injection
EI Electronic Ignition
EIA Energy Information Administration
EKMA Empirical Kinetics Modeling Approach
ELI Environmental Law Institute
EOL end-of-line
EPA Environmental Protection Agency
EPRI Electric Power Research Institute
ESEERCO Empire State Electric Energy Research Corporation
ESP electrostatic precipitator
FERC Federal Energy Regulatory Commission
FEV, forced expiratory volume (in one second)
FGD flue gas desulfurization
FHWA Federal Highway Administration
FIFRA Federal Insecticide, Fungicide, and Rodenticide Act
FIP Federal Information Processing System
FR Federal Register '
FRP Forest Response Program
GDP gross domestic product
GEMS Graphical Exposure Modeling System
GM geometric mean
GNP Gross National Product
GSD geometric standard deviation
H,SO, sulfuric acid
hectares
HAP Hazardous Air Pollutant
HAPEM-MS Hazardous Air Pollutant Exposure Model - Mobile Source
HNO, nitric acid
hp horsepower
HTCM Hedonic Travel-Cost Model

ICARUS Investigation of Costs and Reliability in Utility Systems
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N
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NO,

NO,-
NO_
NPTS
NSPS
NSWS
0&M

International Classification of Diseases, Ninth Version (1975 Revision)

Industrial Combustion Emissions model

Industrial Economics, Incorporated )
EPA’s Integrated Exposure Uptake Biokinetic model
Integrated Model Set

iterative proportional fitting

intelligence quotient

Industrial Source Compléx Long Term air quality model
Jorgenson / Wilcoxen

kilograms

kilometers

pounds

lower respiratory illness

meters per second

meters

cubic meters

megameters

million BTU

EPA’s mobile source emission factor model

miles per gallon

minor restricted activity day

Month and State Current Emission Trends

metric tons per day

EPA’s Motor Vehicle-Related Air Toxics Study

- Motor Vehicle Manufacturers Association
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nitrogen

not available

National Ambient Air Quality Standard

National Acid Precipitation Assessment Program
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National Air Toxics Information Clearinghouse
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National Energy Accounts

National Economic Research Associates

North American Electric Reliability Council
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National Emission Standard for Hazardous Air Pollutants
First National Health and Nutrition Examination Survey
Second National Health and Nutrition Examination Survey
National Income and Product Accounts

nonmethane organic compounds

nitric oxide

nitrogen dioxide

nitrate ion

nitrogen oxides

Nationwide Personal Transportation Survey

New Source Performance Standards

National Surface Water Survey

operating and maintenance

ozone
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PAN
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PM,
POP
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PPH
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PURHAPS
PVC

2

RAD
RADM
RADM/EM
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EPA Office of Air and Radiation
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EPA Office of Policy Planning and Evaluation

EPA Office of Research and Development
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product of incomplete combustion
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Pooling Project Research Group

percentage relative yield loss

PURchased Heat And Power

polyvinyl chloride

statistical correlation coefficient, squared

restricted activity day

Regional Acid Deposition Model

RADM Engineering Model -

Resource Allocation and Mine Costing model

reference dose

Regulatory Impact Analysis

Regional Oxidant Model

respiratory restricted activity day

Random Utility Model

standard error

Science Advisory Board

Systems Applications International

SARMAP Air Quality Model

Superfund Amendment Reauthorization Act
SIVAQS/AUSPEX Regional Modeling Adaptation Project
Source Classification Code

State Energy Data System

Standard Industrial Classification

State Implementation Plan

San Joaquin Valley Air Quality Study

Standard Metropolitan Statistical Area
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SO, sulfur dioxide

SO* sulfate ion

SOS/T State of Science and Technology (refers to a series of NAPAP reports)
SRaw Specific Airway Resistance

STAR Stability Array weather database

TAMMO90 Timber Assessment Market Model (revised version)
TEEMS Transportation Energy and Emissions Modeling System
TIUS Truck Inventory and Use Surveys

TRI Toxic Release Inventory

TSP total suspended particulate

UsS. United States

UAM Urban Airshed Model

URI upper respiratory illness

USDA United States Department of Agriculture

USEPA United States Environmental Protection Agency

vC vinyl chloride

VMT vehicle miles traveled

vVOC : volatile organic compounds

VOP Vehicle Ownership Projection

VR visual range
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Executive Summary

Purpose of the Study

Throughout the history of the Clean Air Act, ques-
tions have been raised as to whether the health and
environmental benefits of air pollution control justify
the costs incurred by industry, taxpayers, and consum-
ers. For the most part, questions about the costs and
benefits of individual regulatory standards continue
to be addressed during the regulatory development
process through Regulatory Impact Analyses (RIAs)
and other analyses which evaluate regulatory costs,
benefits, and such issues as scope, stringency, and tim-
ing. There has never been, however, any comprehen-
sive, long-term, scientifically valid and reliable study
which answered the broader question:

“How do the overall health, welfare,
ecological, and economic benefits of Clean
Air Act programs compare to the costs of
these programs?”

To address this void, Congress added to the 1990
Clean Air Act Amendments a requirement under sec-
tion 812 that EPA conduct periodic, scientifically re-
viewed studies to assess the benefits and the costs of
the Clean Air Act. Congress further required EPA to
conduct the assessments to reflect central tendency,
or “best estimate,” assumptions rather than the con-
servative assumptions sometimes deemed appropri-
ate for setting protective standards.

This report is the first in this ongoing series of
Reports to Congress. By examining the benefits and
costs of the 1970 and 1977 Amendments, this report
addresses the question of the overall value of
America’s historical investment in cleaner air. The
first Prospective Study, now in progress, will evalu-
ate the benefits and costs of the 1990 Amendments.

Study Design

Estimates of the benefits and costs of the histori-
cal Clean Air Act are derived by examining the dif-
ferences in economic, human health, and environmen-
tal outcomes under two alternative scenarios: a “con-

trol scenario” and a “no-control scenario.” The con-
trol scenario reflects actual historical implementation
of clean air programs and is based largely on histori-
cal data. The no-control scenario is a hypothetical sce-
nario which reflects the assumption that no air pollu-
tion controls were established beyond those in place
prior to enactment of the 1970 Amendments. Each of
the two scenarios is evaluated by a sequence of eco-
nomic, emissions, air quality, physical effect, eco-
nomic valuation, and uncertainty models to measure
the differences between the scenarios in economic,
human health, and environmental outcomes. Details
of this analytical sequence are presented in Chapter 1
and are summarized in Figure 1 of that chapter.

Study Review

EPA is required, under section 812, to consult both
a panel of outside experts and the Departments of
Labor and Commerce in designing and implementing
the study.

The expert panel was organized in 1991 as the
Advisory Council on Clean Air Act Compliance
Analysis (hereafter “Council”) under the auspices of
EPA’s Science Advisory Board (SAB). Organizing
the external panel under the auspices of the SAB en-
sured that the peer review of the study would be con-
ducted in a rigorous, objective, and publicly open
manner. Eminent scholars and practitioners with ex-
pertise in economics, human health sciences, envi-
ronmental sciences, and air quality modeling served
on the Council and its technical subcommittees, and
these reviewers met many times throughout the de-
sign and implementation phases of the study. During
this ongoing, in-depth review, the Council provided
valuable advice pertaining to the development and
selection of data, selection of models and assumptions,
evaluation and interpretation of the analytical find-
ings, and characterization of those findings in several
successive drafts of the Report to Congress. The
present report was vastly improved as a result of the
Council’s rigorous and constructive review effort.
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With respect to the interagency review process,
EPA expanded the list of consulted agencies and con-
vened a series of meetings during the design and early
implementation phases from 1991 through late 1994.
In late 1994, to ensure that all interested parties and
the public received consistent information about re-
maining analytical issues and emerging results, EPA
decided to use the public SAB review process as the
primary forum for presenting and discussing issues
and results. The Interagency Review Group was there-

fore discontinued as a separate process in late 1994. -

A final, brief interagency review, pursuant to Cir-
cular A-19, was organized in August 1997 by the Of-
fice of Management and Budget and conducted fol-
lowing the completion of the extensive expert panel
peer review by the SAB Council. During the course
of the final interagency discussions, it became clear
that several agencies held different views pertaining
to several key assumptions in this study as well as to
the best techniques to apply in the context of environ-
mental program benefit-cost analyses, including the
present study. The concerns include: (1) the extent to
which air quality would have deteriorated from 1970
to 1990 in the absence of the Clean Air Act, (2) the
methods used to estimate the number of premature
deaths and illnesses avoided due to the CAA, (3) the
methods used to estimate the value that individuals
place on avoiding those risks, and (4) the methods
used to value non-health related benefits. However,
due to the court deadline the resulting concerns were
not resolved during this final, brief interagency re-
view. Therefore, this report reflects the findings of
EPA and not necessarily other agencies in the Ad-
ministration. Interagency discussion of some of these
issues will continue in the context of the future pro-
spective section 812 studies and potential regulatory
actions.

Summary of Results
Direct Costs

To comply with the Clean Air Act, businesses,
consumers, and government entities all incurred higher
costs for many goods and services. The costs of pro-
viding goods and services to the economy were higher
primarily due to requirements to install, operate, and
maintain pollution abatement equipment. In addition,
costs were incurred to design and implement regula-
tions, monitor and report regulatory compliance, and
invest in research and development. Ultimately, these
higher costs of production were borne by stockhold-
ers, business owners, consumers, and taxpayers.

Figure ES-1 summarizes the historical data on
Clean Air Act compliance costs by year, adjusted both
for inflation and for the value of long-term invest-
ments in equipment. Further adjusting the direct costs
incurred each year to reflect their equivalent worth in
the year 1990, and then summing these annual results,
yields an estimate of approximately $523 billion for
the total value of 1970 to 1990 direct expenditures
(see Appendix A for calculations).

Emissions

Emissions were substantially lower by 1990 un-
der the control scenario than under the no-control sce-
nario, as shown in Figure ES-2. Sulfur dioxide (SO,)
emissions were 40 percent lower, primarily due to
utilities installing scrubbers and/or switching to lower
sulfur fuels. Nitrogen oxides (NO,) emissions were
30 percent lower by 1990, mostly because of the in-
stallation of catalytic converters on highway vehicles.
Volatile organic compound (VOC) emissions were 45
percent lower and carbon monoxide (CO) emissions
were 50 percent lower, also primarily due to motor .
vehicle controls.

For particulate matter, it is important to recog-
nize the distinction between reductions in directly
emitted particulate matter and reductions in ambient
concentrations of particulate matter in the atmosphere.
As discussed further in the next section, changes in
particulate matter air quality depend both on changes
in emissions of primary particles (i.e., air pollution
which is already in solid particle form) and on changes
in emissions of gaseous pollutants, such as sulfur di-
oxide and nitrogen oxides, which can be converted to
particulate matter through chemical transformation in
the atmosphere. Emissions of primary particulates

Figure ES-1. Total Estimated Direct Compliance Costs of
the CAA (in billions of inflation-adjusted dollars).
30

8

Billions of Inflation-Adjusted Dollars
=
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pollutants were: 40 percent reduction in sulfur diox-
ide, 30 percent reduction in nitrogen oxides, and 50

Figure ES-2. 1990 Control and No-control Scenario

Emissions (in millions of short tons).
200

g

I No-control
@& Control

8

Emissions (millions of short tons)
" .

Pollutant

were 75 percent lower under the control scenario by
1990 than under the no-control scenario. This sub-
stantial difference is primarily due to vigorous efforts
in the 1970s to reduce visible emissions from utility
and industrial smokestacks.

Lead (Pb) emissions for 1990 are reduced by about
99 percent from a no-control level of 237,000 tons to
about 3,000 tons under the control scenario.! The vast
majority of the difference in lead emissions under the
two scenarios is attributable to reductions in the use
of leaded gasoline.

These reductions were achieved during a period
in which population grew by 22.3 percent and the na-
tional economy grew by 70 percent.

Air Quality

The substantial reductions in air pollutant emis-
sions achieved by the Clean Air Act translate into sig-
nificantly improved air quality throughout the U.S.
For sulfur dioxide, nitrogen oxides, and carbon mon-
oxide, the improvements in air quality under the con-
trol scenario are assumed to be proportional to the
estimated reduction in emissions. This is because, for
these pollutants, changes in ambient concentrations
in a particular area are strongly related to changes in
emissions in that area. While the differences in con-
trol and no-control scenario air quality for each of these
pollutants vary from place to place because of local
variability in emissions reductions, by 1990 the na-
tional average improvements in air quality for these

percent reduction in carbon monoxide.

Ground-level ozone is formed by the chemical re-
action of certain airborne pollutants in the presence
of sunlight. Reductions in ground-level ozone are
therefore achieved through reductions in emissions
of its precursor pollutants, particularly volatile organic
compounds (VOCs) and nitrogen oxides (NO,).> The
differences in ambient ozone concentrations estimated
under the control scenario vary significantly from one
location to another, primarily because of local differ-
ences in the relative proportion of VOCs and NO,,
weather conditions, and specific precursor emissions
reductions. On a national average basis, ozone con-
centrations in 1990 are about 15 percent lower under
the control scenario. For several reasons, this overall
reduction in ozone is significantly less than the 30
percent reduction in precursor NO, and 45. percent
reduction in precursor VOCs. First, significant natu-
ral (i.e., biogenic) sources of VOCs limit the level of
ozone reduction achieved by reductions in man-made
(i.e., anthropogenic) VOCs. Second, current knowl-
edge of atmospheric photochemistry suggests that
ozone reductions will tend to be proportionally smaller
than reductions in precursor emissions. Finally, the
plume model system used to estimate changes in ur-
ban ozone for this study is incapable of handling long-
range transport of ozone from upwind areas and multi-
day pollution events in a realistic manner.

There are many pollutants which contribute to
ambient concentrations of particulate matter. The rela-
tive contributions of these individual pollutant spe-
cies to ambient particulate matter concentrations vary
from one region of the country to the next, and from
urban areas to rural areas. The most important par-
ticle species, from a human health standpoint, may be
the fine particles which can be respired deep into the
lungs. While some fine particles are directly emitted
by sources, the most important fine particle species
are formed in the atmosphere through chemical con-
version of gaseous pollutants. These species are re-
ferred to as secondary particles. The three most im-
portant secondary particles are (1) sulfates, which
derive primarily from sulfur dioxide emissions; (2)
nitrates, which derive primarily from nitrogen oxides
emissions; and (3) organic aerosols, which can be di-
rectly emitted or can form from volatile organic com-

! Results for lead are not shown in Figure ES-2 because the absolute levels of lead emissions are measured in thousands, not

millions, of tons and will not be discernible on a graph of this scale.

? Ambient NOx concentrations are driven by anthropogenic emissions whez‘cas ambient VOCs result from both anthropogenic

and biogenic sources (e.g., terpenes emitted by trees).
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pound emissions. This highlights an important and
unique feature of particulate matter as an ambient pol-
lutant: more than any other pollutant, reductions in
particulate matter are actually achieved through re-
ductions in a wide variety of air pollutants. In other
words, controlling particulate matter means control-
ling “air pollution” in a very broad sense. In the present
analysis, reductions in sulfur dioxide, nitrogen oxides,
volatile organic compounds, and directly-emitted pri-
mary particles achieved by the Clean Air Act result in
a national average reduction in total suspended par-
ticulate matter of about 45 percent by 1990. For the
smaller particles which are of greater concern from a
health effects standpoint (i.e., PMm-and PM, 5), the
national average reductions were also about 45 per-
cent.

Reductions in sulfur dioxide and nitrogen oxides
also translate into reductions in formation, transport,
and deposition of secondarily formed acidic com-
pounds such as sulfate and nitric acid. These are the
principal pollutants responsible for acid precipitation,
or “acid rain.” Under the control scenario, sulfur and
nitrogen deposition are significantly lower by 1990
than under the no-control scenario throughout the 31
eastern states covered by EPA’s Regional Acid Depo-
sition Model (RADM). Percentage decreases in sul-
fur deposition range up to more than 40 percent in the
upper Great Lakes and Florida-Southeast Atlantic
Coast areas, primarily because the no-control scenario
projects significant increases in the use of high-sulfur
fuels by utilities in the upper Great Lakes and Gulf
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Coast states. Nitrogen deposition is also signifi-
cantly lower under the control scenario, with per-
centage decreases reaching levels of 25 percent or
higher along the Eastern Seaboard, primarily due
to higher projected emissions of motor vehicle ni-
trogen oxides under the no-control scenario.

Finally, decreases in ambient concentrations of
light-scattering pollutants, such as sulfates and ni-
trates, are estimated to lead to perceptible improve-
ments in visibility throughout the eastern states and
southwestern urban areas modeled for this study.

Physical Effects

The lower ambient concentrations of sulfur di-
oxide, nitrogen oxides, particulate matter, carbon
monoxide, ozone and lead under the control sce-
nario yield a substantial variety of human health,
welfare and ecological benefits. For a number of
these benefit categories, quantitative functions are
available from the scientific literature which allow
estimation of the reduction in incidence of adverse
effects. Examples of these categories include the
human mortality and morbidity effects of a num-
ber of pollutants, the neurobehavioral effects among
children caused by exposure to lead, visibility im-
pairment, and effects on yields for some agricul-
tural products.

A number of benefit categories, however, can
not be quantified and/or monetized for a variety of
reasons. In some cases, substantial scientific un-
certainties prevail regarding the existence and mag-
nitude of adverse effects (e.g., the contribution of
ozone to air pollution-related mortality). In other
cases, strong scientific evidence of an effect exists,
but data are still too limited to support quantitative
estimates of incidence reduction (e.g., changes in
Ilung function associated with long-term exposure
to ozone). Finally, there are effects for which there
is sufficient information to estimate incidence re-
duction, but for which there are no available eco-
nomic value measures; thus reductions in adverse
effects cannot be expressed in monetary terms. Ex-
amples of this last category include relatively small
pulmonary function decrements caused by acute
exposures to ozone and reduced time to onset of
angina pain caused by carbon monoxide exposure.

Table ES-1 provides a summary of the key dif-
ferences in quantified human health outcomes esti-

mated under the control and no-control scenarios.
Results are presented as thousands of cases avoided
in 1990 due to control of the pollutants listed in the
table and reflect reductions estimated for the entire
U.S. population living in the 48 continental states. Epi-
demiological research alone cannot prove whether a
cause-effect relationship exists between an individual
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pollutant and an observed health effect. Although not
universally accepted, this study uses the epidemiologi-
cal findings about correlations between pollution and
observed health effects to estimate changes in the num-
ber of health effects that would occur if pollution lev-
els change. A range is presented along with the mean
estimate for each effect, reflecting uncertainties which
have been quantified in the underlying health effects
literature.

Adverse human health effects of the Clean Air
Act “criteria pollutants” sulfur dioxide,
nitrogen oxides, ozone, particulate mat-
ter, carbon monoxide, and lead dominate
the quantitative estimates in part be-
cause, although there are important re-
sidual uncertainties, evidence of physi-
cal consequences is greatest for these
pollutants. The Clean Air Act yielded
other benefits, however, which are im-
portant even though they are uncertain
and/or difficult to quantify. These other
benefit categories include (a) all benefits
accruing from reductions in hazardous
air pollutants (also referred to as air
toxics), (b) reductions in damage to cul-
tural resources, buildings, and other ma-
terials, (c) reductions in adverse effects
on wetland, forest, and aquatic ecosys-
tems, and (d) a variety of additional hu-
man health and welfare effects of crite-
ria pollutants. A more complete list of
these nonmonetized effects is presented
in Table ES-2.

In addition to controlling the six cri-
teria pollutants, the 1970 and 1977 Clean
Air Act Amendments led to reductions
in ambient concentrations of a small
number of hazardous air pollutants. Al-
though they are not fully quantified in
this report, control of these pollutants
resulted both from regulatory standards
set specifically to control hazardous air
poliutants and from incidental reductions
achieved through programs aimed at
controlling criteria pollutants.

Existing scientific research suggests
that reductions in both hazardous air
pollutants and criteria pollutants yielded
widespread improvements in the func-
tioning and quality of aquatic and ter-

restrial ecosystems. In addition to any intrinsic value
to be attributed to these ecological systems, human
welfare is enhanced through improvements in a vari-
ety of ecological services. For example, protection of
freshwater ecosystems achieved through reductions
in deposition of acidic air pollutants may improve com-
mercial and recreational fishing. Other potential eco-
logical benefits of reduced acid deposition include im-
proved wildlife viewing, maintenance of biodiversity,
and nutrient cycling. Increased growth and produc-
tivity of U.S. forests may have resulted from reduc-
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tions in ground-level ozone. More vigorous forest eco-
systems in turn yield a variety of benefits, including
increased timber production; improved forest aesthet-
ics for people enjoying outdoor activities such as hunt-
ing, fishing, and camping; and improvements in eco-
logical services such as nutrient cycling and tempo-
rary sequestration of global warming gases. These im-
provements in ecological structure and function have
not been quantified in this assessment.

Economic Valuation

Estimating the reduced incidence of physical ef-
fects provides a valuable measure of health benefits
for individual endpoints. However; to compare or ag-
gregate benefits across endpoints, the benefits must
be monetized. Assigning a monetary value to avoided
incidences of each effect permits a summation, in
terms of dollars, of monetized benefits realized as a
result of the Clean Air Act, and allows that summa-
tion to be compared to the cost of the Clean Air Act.

Before proceeding through this step, it is impor-
tant to recognize the substantial controversies and un-
certainties which pervade attempts to characterize ad-
verse human health and ecological effects of pollu-
tion in dollar terms. To many, dollar-based estimates
of the value of avoiding outcomes such as loss of hu-
man life, pain and suffering, or ecological degrada-

tion do not capture the full and true value to society as
a whole of avoiding or reducing these effects. Adher-
ents to this view tend to favor assessment procedures
which (a) adopt the most technically defensible dol-
lar-based valuation estimates for analytical purposes
but (b) leave the moral dimensions of policy evalua-
tion to those who must decide whether, and how, to
use cost-benefit results in making public policy deci-
sions. This is the paradigm adopted in the present
study. Given the Congressional mandate to perform a
cost-benefit study of the Clean Air Act, the Project
Team has endeavored to apply widely-recognized,
customary techniques of Applied Economics to per-
form this cost-benefit analysis. However, EPA be-
lieves there are social and personal values furthered
by the Clean Air Act which have not been effectively
captured by the dollar-based measures used in this
study. Therefore, EPA strongly encourages readersto
look beyond the dollar-based comparison of costs and
benefits of the Clean Air Act and consider the broader
value of the reductions in adverse health and environ-
mental effects which have been achieved as well as
any additional adverse consequences of regulation
which may not be reflected in the cost estimates re-
ported herein.

For this study, unit valuation estimates are derived
from the economics literature and reported in dollars
per case (or, in some cases, episode or symptom-day)
avoided for health effects and dollars per unit of

3 All of these summary results are present values of the 1970 to 1990 streams of benefits and costs, discounted at five percent.
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avoided damage for human welfare effects. Similar to
estimates of physical effects provided by health stud-
ies, each of the monetary values of benefits applied in
this analysis can be expressed in terms of a mean value
and a range around the mean estimate. This range re-
flects the uncertainty in the economic valuation lit-
erature associated with a given effect. These value
ranges, and the approaches used to derive them, are
described in Chapter 6 and Appendix I for each of the
effects monetized in this study. The mean values of
these ranges are shown in Table ES-3.

Monetized Benefits and Costs

The total monetized economic benefit attributable
to the Clean Air Act is derived by applying the unit
values (or ranges of values) to the stream of
monetizable physical effects estimated for the 1970
to 1990 period. In developing these estimates, steps
are taken to avoid double-counting of benefits. In ad-
dition, a computer simulation model is used to esti-
mate ranges of plausible outcomes for the benefits
estimates reflecting uncertainties in the physical ef-
fects and economic valuation literature (see Chapter
7 and Appendix I for details).

The economic benefit estimation model then gen-
erated a range of economic values for the differences
in physical outcomes under the control and no-con-
trol scenarios for the target years of the benefits analy-
sis: 1975, 1980, 1985, and 1990. Linear interpolation
between these target years is used to estimate ben-
efits in intervening years. These yearly results are then
adjusted to their equivalent value in the year 1990 and
summed to yield a range and mean estimate for the
total monetized benefits of the Clean Air Act from

Figure ES-3. Total Estimated Direct Compliance Costs of
the CAA (in trillions of inflation-adjusted dollars).
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1970 to 1990. These results are summarized in Table
ES-4.

Combining these benefits results with the cost es-
timates presented earlier yields the following analyti-
cal outcomes.?

e The total monetized benefits of the Clean’
Air Act realized during the period from
1970 to 1990 range from 5.6 to 49.4 trillion
dollars, with a central estimate of 22.2 tril-
lion dollars.

* By comparison, the value of direct compli-
ance expenditures over the same period
equals approximately 0.5 trillion dollars.

« Subtracting costs from benefits results in
net, direct, monetized benefits ranging
from 5.1 to 48.9 trillion dollars, with a cen-
tral estimate of 21.7 trillion dollars, for the
1970 to 1990 period.

* Thelower bound of this range may go down
and the upper bound may go up if analyti-
cal uncertainties associated with compli-
ance costs, macroeconomic effects, emis-
sions projections, and air quality model-
ing could be guantified and incorporated
in the uncertainty analysis. While the range
already reflects many important uncertain-
ties in the physical effects and economic
valuation steps, the range might also
broaden further if additional uncertainties
in these two steps could be quantified.

e The central estimate of 22.2 trillion dollars
in benefits may be a significant underesti-
mate due to the exclusion of large numbers
of benefits from the monetized benefit es-
timate (e.g., all air toxics effects, ecosystem
effects, numerous human health-effects).

Figure ES-3 provides a graphical representation
of the estimated range of total monetized benefits and
compares this range to estimated direct compliance
costs. Clearly, even the lower bound estimate of mon-
etized benefits substantially exceeds the costs of the
historical Clean Air Act. As shown by the yearly data
presented in Chapter 7, monetized benefits consis-
tently and substantially exceeded costs throughout the
1970 to 1990 period.
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Alternative Results

The primary results of this analysis, including ag-
gregate cost and benefit estimates which reflect many
elements of the uncertainty associated with them, are
presented above. However, some additional analysis
is required to address an important issue raised by the
EPA Science Advisory Board Council on Clean Air
Act Compliance Analysis (a.k.a. Council) charged
with reviewing the present study. Specifically, the
Council believes it is appropriate to also display al-
ternative premature mortality results based on an ap-
proach which estimates, and assigns a value to, the
loss of life-years (i.e., the reduction: in years of re-
maining life expectancy) resulting from the pollution
exposure. The Council’s position is based on the con-
clusion that older individuals are more susceptible to
air pollution-induced mortality. EPA believes, how-
ever, that the simplifying assumptions which must be
adopted to implement a life-years lost approach ren-
der its results less reliable, even for the purposes of
economic efficiency analysis, than a value of statisti-
cal life approach. In addition, EPA is concerned about
any analytical methodology which may be interpreted
to justify conferring less environmental protection on
particular individuals or groups of individuals (e.g.,
the elderly and/or sick). EPA therefore prefers at this
time to continue with its current practice of assigning
the same economic value to incidences of premature
mortality regardless of the age and health status of
those affected, and the primary results presented above
reflect this view. Nevertheless, complete alternative
results based on a value of statistical life-years lost
(VSLY) approach are presented in Chapter 7 and Ap-
pendix I and are summarized below.

Table ES-5 summarizes and compares the results
of the mortality benefits estimates based on the value
of statistical life (VSL) and VSLY approaches. Esti-
mated 1970 to 1990 benefits from PM-related mor-
tality alone and total mortality (i.e., PM plus Lead)
benefits are reported, along with total compliance costs
for the same period. Adding the VSLY-based mortal-
ity benefits estimates to the non-mortality benefits
estimates from Table ES-4 yields the following re-
sults for the overall analysis.

* Alternate Result: The total monetized ben-
‘efits of the Clean Air Act realized during
the period from 1970 to 1990 range from
4.8 to 28.7 trillion dollars, with a central
estimate of 14.3 trillion dollars.

* Alternate Result: Subtracting costs from
benefits results in net, direct, monetized
benefits ranging from 4.3 to 28.2 trillion
dollars, with a central estimate of 13.7 tril-
lion dollars, for the 1970 to 1990 period.

The results indicate that the choice of valuation
methodology significantly affects the estimated mon-
etized value of historical reductions in air pollution-
related premature mortality, However, the downward
adjustment which would result from applying a VSLY
approach in lieu of a VSL approach does not change
the basic outcome of this study, viz. the estimated
monetized benefits of the historical Clean Air Act
substantially exceed the estimated historical costs of

' compliance.

Conclusions and Future
Directions

~ First and foremost, these results indicate that the
benefits of the Clean Air Act and associated control
programs substantially exceeded costs. Even consid-
ering the large number of important uncertainties per-
meating each step of the analysis, it is extremely un-
likely that the converse could be true.

A second important implication of this study is
that a large proportion of the monetized benefits of
the historical Clean Air Act derive from reducing two
pollutants: lead and particulate matter* (see Table ES-
4). Some may argue that, while programs to control
these two pollutants may have yielded measurable

* Ambient particulate matter results from emissions of a wide array of precursor pollutants, including sulfur dioxide, nitrogen

oxides, and organic compounds.
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benefits in excess of measurable costs, estimates of
measurable benefits of many other historical Clean
Air Act programs and standards considered in isola-
tion might not have exceeded measurable costs. While
this may or may not be true, this analysis provides no
evidence to support or reject such conjectures. On the
cost side, the historical expenditure data used in this
analysis are not structured in ways which allow attri-
bution of control costs to specific programs or stan-
dards. On the benefit side, most control programs
yielded a variety of benefits, many of which included
reductions in other pollutants such as ambient par-
ticulate matter. For example, new source performance
standards for sulfur dioxide emissions from coal-fired
utility plants yielded benefits beyond those associated
with reducing exposures to gaseous sulfur dioxide.
The reductions in sulfur dioxide emissions also led to
reductions in ambient fine particle sulfates, yielding
human health, ecological, and visibility benefits.

This retrospective study highlights important ar-
eas of uncertainty associated with many of the mon-
etized benefits included in the quantitative analysis
and lists benefit categories which could not be quan-
tified or monetized given the current state of the sci-
ence. Additional research in these areas may reduce
critical uncertainties and/or improve the comprehen-
siveness of future assessments. Particularly important
areas where further research might reduce critical
uncertainties include particulate matter-related mor-
tality incidence, valuation of premature mortality, and
valuation of particulate-related chronic bronchitis and
cardiovascular disease. Additional research on haz-
ardous air pollutants and on air pollution-related
changes in ecosystem structure and function might
help improve the comprehensiveness of future ben-
efit studies. (See Appendix J for further discussion.)

Finally, the results of this retrospective study pro-
vide useful lessons with respect to the value and the
limitations of cost-benefit analysis as a tool for evalu-
ating environmental programs. Cost-benefit analysis
can provide a valuable framework for organizing and
evaluating information on the effects of environmen-
tal programs. When used properly, cost-benefit analy-
sis can help illuminate important effects of changes
in policy and can help set priorities for closing infor-
mation gaps and reducing uncertainty. Such proper
use, however, requires that sufficient levels of time
and resources be provided to permit careful, thorough,
and technically and scientifically sound data-gather-
ing and analysis. When cost-benefit analyses are pre-

sented without effective characterization of the un-
certainties associated with the results, cost-benefit
studies can be used in highly misleading and damag-
ing ways. Given the substantial uncertainties which
permeate cost-benefit assessment of environmental
programs, as demonstrated by the broad range of esti-
mated benefits presented in this study, cost-benefit
analysis is best used to inform, but not dictate, deci-
sions related to environmental protection policies,
programs, and research.
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Introduction

Background and Purpose

As part of the Clean Air Act Amendments of 1990,
Congress established a requirement under section 812
that EPA develop periodic Reports to Congress esti-
mating the benefits and costs of the Clean Air Act
itself. The first such report was to be a retrospective
analysis, with a series of prospective analyses to fol-
low every two years thereafter. This report represents
the retrospective study, covering the period beginning
with passage of the Clean Air Act Amendments of
1970, until 1990 when Congress enacted the most re-
cent comprehensive amendments to the Act.

Since the legislative history associated with sec-
tion 812 is sparse, there is considerable uncertainty
regarding Congressional intent behind the requirement
for periodic cost-benefit evaluations of the Clean Air
Act (CAA). However, EPA believes the principal goal
of these amendments was that EPA should develop,
and periodically exercise, the ability to provide Con-
gress and the public with up-to-date, comprehensive
information about the economic costs, economic ben-
efits, and health, welfare, and ecological effects of
CAA programs. The results of such analyses might
then provide useful information for refinement of CAA
programs during future reauthorizations of the Act.

The retrospective analysis presented in this Re-
port to Congress has been designed to provide an un-
precedented examination of the overall costs and ben-
efits of the historical Clean Air Act. Many other analy-
ses have attempted to identify the isolated effects of
individual standards or programs, but no analysis with
the present degree of validity, breadth and integration
has ever been successfully developed. Despite data
limitations, considerable scientific uncertainties, and
severe resource constraints; the EPA Project Team was
able to develop a broad assessment of the costs and
benefits associated with the major CAA programs of
the 1970 to 1990 period. Beyond the statutory goals
of section 812, EPA intends to use the results of this
study to help support decisions on future investments
in air pollution research. Finally, many of the meth-
odologies and modeling systems developed for the
retrospective study may be applied in the future to the
ongoing series of section 812 prospective studies.

Clean Air Act Requirements,
1970 to 1990

The Clean Air Act establishes a framework for
the attainment and maintenance of clean and health-
ful air quality levels. The Clean Air Act was enacted
in 1970 and amended twice — in 1977 and most re-
cently in 1990. The 1970 Clean Air Act contained a
number of key provisions. First, EPA was directed to
establish national ambient air quality standards for the
major criteria air pollutants. The states were required
to develop implementation plans describing how they
would control emission limits from individual sources
to meet and maintain the national standards. Second,
the 1970 CAA contained deadlines and strengthened
enforcement of emission limitations and state plans
with measures involving both the states and the fed-
eral government. Third, the 1970 Act forced new
sources to meet standards based on the best available
technology. Finally, the Clean Air Act of 1970 ad-
dressed hazardous pollutants and automobile exhausts.

The 1977 Clean Air Act Amendments also set new
requirements on clean areas already in attainment with
the national ambient air quality standards. In addition,
the 1977 Amendments set out provisions to help ar-
eas that failed to comply with deadlines for achieve-
ment of the national ambient air quality standards. For
example, permits for new major sources and modifi-
cations were required.

The 1990 Clean Air Act Amendments consider-
ably strengthened the earlier versions of the Act. With
respect to nonattainment, the Act set forth a detailed
and graduated program, reflecting the fact that prob-
lems in some areas are more difficult and complex
than others. The 1990 Act also established a list of
189 regulated hazardous air pollutants and a multi-
step program for controlling emissions of these toxic
air pollutants. Significant control programs were also
established for emissions of acid rain precursors and
stratospheric ozone-depleting chemicals. The biggest
regulatory procedural change in the Act is the new
permit program where all major sources are now re-
quired to obtain an operating permit. Finally, the
amendments considerably expanded the enforcement
provisions of the Clean Air Act, adding administra-
tive penalties and increasing potential civil penalties.
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Section 812 of the Clean Air Act
Amendments of 1990

Section 812 of the Clean Air Act Amendments of
1990 requires the EPA to perform a “retrospective”
analysis which assesses the costs and benefits to the
public health, economy and the environment of clean
air legislation enacted prior to the 1990 amendments.
Section 812 directs that EPA shall measure the effects
on “employment, productivity, cost of living, economic
growth, and the overall economy of the United States”
of the Clean Air Act. Section 812 also requires that
EPA consider all of the economic, public health, and
environmental benefits of efforts to comply with air
pollution standards. Finally, section 812 requires EPA
to evaluate the prospective costs and benefits of the
Clean Air Act every two years.

Analytical Design and Review
Target Variable

The retrospective analysis was designed to answer
the following question:

“How do the overall health, welfare,
ecological, and economic benefits of Clean
Air Act programs compare to the costs of
these programs?”

By examining the overall effects of the Clean Air
Act, this analysis complements the Regulatory Impact
Analyses (RIAs) developed by EPA over the years to
evaluate individual regulations. Resources were used
more efficiently by recognizing that these RIAs, and
other EPA analyses, provide complete information
about the costs and benefits of specific rules. Further-
more, in addition to the fact that the RIAs already pro-
vide rule-specific benefit and cost estimates, the broad-
scale approach adopted in the present study precludes
reliable re-estimation of the benefits and costs of in-
dividual standards or programs. On the cost side, this
study relies on aggregated compliance expenditure
data from existing surveys. Unfortunately, these data
do not support reliable allocation of total costs incurred
to specific emissions reductions for the various pol-
lutants emitted from individual facilities. Therefore,
it is infeasible in the context of this study to assign
costs to specific changes in emissions. Further com-
plications emerge on the benefit side. To estimate
benefits, this study calculates the change in incidences
of adverse effects implied by changes in ambient con-
centrations of air pollutants. However, reductions
achieved in emitted pollutants contribute to changes
in ambient concentrations of those, or secondarily
formed, pollutants in ways which are highly complex,

interactive, and often nonlinear. Therefore, even if
costs could be reliably matched to changes in emis-
sions, benefits cannot be reliably matched to changes
in emissions because of the complex, nonlinear rela-
tionships between emissions and the changes in am-
bient concentrations which are used to estimate ben-
efits.

Focusing on the broader target variables of “over-
all costs” and “overall benefits” of the Clean Air Act,
the EPA Project Team adopted an approach based on
construction and comparison of two distinct scenarios:
a “no-control scenario” and a “control scenario.” The
no-control scenario essentially freezes federal, state,
and local air pollution controls at the levels of strin-
gency and effectiveness which prevailed in 1970. The
control scenario assumes that all federal, state, and
local rules promulgated pursuant to, or in support of,
the CAA during 1970 to 1990 were implemented. This
analysis then estimates the differences between the
economic and environmental outcomes associated
with these two scenarios. For more information on
the scenarios and their relationship to historical trends,
see Appendix B.

Key Assumptions

Two key assumptions were made during the sce-
nario design process to avoid miring the analytical
process in endless speculation. First, the “no-control”
scenario was defined to reflect the assumption that no
additional air pollution controls were imposed by any
level of government or voluntarily initiated by pri-
vate entities after 1970. Second, it is assumed that the
geographic distribution of population and economic
activity remains the same between the two scenarios.

The first assumption is an obvious oversimplifi-
cation. In the absence of the CAA, one would expect
to see some air pollution abatement activity, either
voluntary or due to state or local regulations, Itis con-
ceivable that state and local regulation would have
required air pollution abatement equal to—or even
greater than—that required by the CAA; particularly
since some states, most notably California, have done
so. If one were to assume that state and local regula-
tions would have been equivalent to CAA standards,
then a cost-benefit analysis of the CAA would be a
meaningless exercise since both costs and benefits
would equal zero. Any attempt to predict how state
and local regulations would have differed from the
CAA would be too speculative to support the cred-
ibility of the ensuing analysis. Instead, the no-control
scenario has been structured to reflect the assumption
that states and localities would not have invested fur-
ther in air pollution control programs after 1970 in
the absence of the federal CAA. That is, this analysis
accounts for the costs and benefits of all air pollution
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control from 1970 to 1990. Speculation about the pre-
cise fraction of costs and benefits attributable exclu-
sively to the federal CAA is left to others. Neverthe-
less, it is important to note that state and local govern-
ments and private initiatives are responsible for a sig-
nificant portion of these total costs and total benefits.
At the same time, it must also be acknowledged that
the federal CAA played an essential role in achieving
these results by helping minimize the advent of pollu-
tion havens!, establishing greater incentives for pol-
lution control research and development than indi-
vidual state or local rules could provide; organizing
and promoting health and environmental research,
technology transfer and other information management
and dissemination services; addressing critical inter-
state air pollution problems, including the regional fine
particle pollution which is responsible for much of
the estimated monetary benefit of historical air pollu-
tion control; providing financial resources to state and
local government programs; and many other services.
In the end, however, the benefits of historical air pol-
lution controls were achieved through partnerships
among all levels of government and with the active
participation and cooperation of private entities and
individuals.

The second assumption concerns changing demo-
graphic patterns in response to air pollution. In the
hypothetical no-control world, air quality is worse than
that in the historical “control” world particularly in
urban industrial areas. It is possible that in the no-
control case more people, relative to the control case,
would move away from the most heavily polluted ar-
eas. Rather than speculate on the scale of population
movement, the. analysis assumes no differences in
demographic patterns between the two scenarios. Simi-
larly, the analysis assumes no changes in the spatial
pattern of economic activity. For example: if, in the
no-control case, an industry is expected to produce
greater output than it did in the control case, that in-
creased output is produced by actual historical plants,
avoiding the need to speculate about the location or
other characteristics of new plants providing additional
productive capacity.

Analytic Sequence

The analysis was designed and implemented in a
sequential manner following seven basic steps which
are summarized below and described in detail later in
this report. The seven major steps were:

e direct cost estimation

* macroeconomic modeling

¢ emissions modeling

e  air quality modeling

* health and environmental effects estimation

* economic valuation

* results aggregation and uncertainty character-
ization

By necessity, these components had to be com-
pleted sequentially. The emissions modeling effort had
to be completed entirely before the air quality models
could be configured and run; the air quality modeling
results had to be completed before the health and en-
vironmental consequences of air quality changes could
be derived; and so on. The analytical sequence, and
the modeled versus actual data basis for each analyti-
cal component, are summarized in Figure 1 and de-
scribed in the remainder of this section.

The first step of the analysis was to estimate the
total direct costs incurred by public and private enti-
ties to comply with post-1970 CAA requirements.
These data were obtained directly from Census Bu-
reau and Bureau of Economic Analysis (BEA) data
on compliance expenditures reported by sources, and
from EPA analyses. These direct cost data were then
adopted as inputs to the macroeconomic model used
to project economic conditions—such as production
levels, prices, employment patterns, and other eco-
nomic indicators—under the two scenarios. To ensure
a consistent basis for scenario comparison, the analy-
sis applied the same macroeconomic modeling sys-
tem to estimate control and no-control scenario eco-
nomic conditions.? First, a control scenario was con-
structed by running the macroeconomic model using
actual historical data for input factors such as eco-
nomic growth rates during the 1970 to 1990 period.
The model was then re-run for the no-control scenario
by, in essence, returning all post-1970 CAA compli-
ance expenditures to the economy. With these addi-
tional resources available for capital formation, per-
sonal consumption, and other purposes, overall eco-
nomic conditions under the no-control scenario dif-
fered from those of the control scenario. In addition
to providing estimates of the difference in overall eco-
nomic growth and other outcomes under the two sce-
narios, these first two analytical steps were used to
define specific economic conditions used as inputs to
the emissions modeling effort, the first step in the es-
timation of CAA benefits.>

! “Pollution havens” is a term used to identify individual states or localities which permit comparatively high levels of pollution in

order to attract and hold polluting industries and other activities.

? Using modeled economic conditions for both scenarios has both advantages and disadvantages. The principal disadvantage is that
historical economic conditions “predicted” by a macroeconomic model will not precisely duplicate actual historical events and condi-
tions. However, this disadvantage is outweighed by the avoidance of distortions and biases which would result from comparing a
modeled no-control scenario with actual historical conditions. By using the same macroeconomic model for both scenarios, model errors
and biases essentially cancel out, yielding more robust estimates of scenario differences, which are what this analysis seeks to evaluate.

* For example, the macroeconomic model projected different electricity sales levels under the two scenarios, and these sales levels
were used as key input assumptions by the utility sector emissions model.
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Figure 1. Summary of Analytical Sequence and' Modeled versus Historical Data Basis.

Control Scenario , No-Control Scenario

Compile historical compliance expenditure

data

Develop modeled macroeconomic scenario : Develop modeled macroeconomic scenario

based on actual historical economic data by rerunning control scenario with
compliance expenditures added back to the
economy

Project emissions by year, pollutant, and Re-run sector-specific emissions models
sector using control scenario using no-control scenario macroeconomic
macroeconomic projection as input to projection

sector-specific emissions models

Develop statistical profiles of historical air Derive no-control air quality profiles by
quality for each pollutant based on adjusting control scenario profiles based on
historical monitoring data (plus differences in air quality modeling of
extrapolations to cover unmonitored areas) control scenario and no-control scenario

emissions inventories

Estimate physical effects based on Estimate physical effects based on

application of concentration-response application of concentration-response
functions to historical air quality profiles functions to no-control scenario air quality

profiles

Calculate differences in physical outcomes
between control and no-control scenario

Estimate economic value of differences in
physical outcomes between the two
scenarios*

Compare historical, direct compliance costs
| with estimated economic value of
monetized benefits, considering additional
benefits which could not be quantified
and/or monetized )

* In some cases, economic value is derived directly from physical effects modeling (e.g., agricultural yield loss).
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Using appropriate economic indicators from the
macroeconomic model results as inputs, a variety of
emissions models were run to estimate emissions lev-
els under the two scenarios. These emissions models
provided estimates of emissions of six major pollut-
ants* from each of six key emitting sectors: utilities,
industrial processes, industrial combustion, on-high-
way vehicles, off-highway vehicles, and commercial/
residential sources. The resulting emissions profiles
reflect state-wide total emissions from each pollut-
ant-sector combination for the years 1975, 1980, 1985,
and 1990.3

The next step toward estimation of benefits in-
volved translating these emissions inventories into
estimates of air quality conditions under each scenario.
Given the complexity, data requirements, and operat-
ing costs of state-of-the-art air quality models—and the
afore-mentioned resource constraints—the EPA Project
Team adopted simplified, linear scaling approaches
for a number of pollutants. However, for ozone and
other pollutants or air quality conditions which involve
substantial non-linear formation effects and/or long-
range atmospheric transport and transformation, the
EPA Project Team invested the time and resources
needed to use more sophisticated modeling systems.
For example, urban area-specific ozone modeling was
conducted for 147 urban areas throughout the 48 con-
tiguous states.

Up to this point of the analysis, both the control
and no-control scenario were based on modeled con-
ditions and outcomes. However, at the air quality
modeling step, the analysis returned to a foundation
based on actual historical conditions and data. Spe-
cifically, actual historical air quality monitoring data
from 1970 to 1990 were used to define the control
scenario. Air quality conditions under the no-control
scenario were then derived by scaling the historical
data adopted for the control scenario by the ratio of
the modeled control and no-control scenario air qual-
ity. This approach took advantage of the richness of
the historical data on air quality, provided a realistic
grounding for the benefit measures, and yet retained

the analytical consistency conferred by using the same
modeling approach for both scenarios. The outputs of
this step of the analysis were statistical profiles for
each pollutant characterizing air quality conditions at
each monitoring site in the lower 48 states.

The control and no-control scenario air quality
profiles were then used as inputs to a modeling sys-
tem which translates air quality to physical outcomes
—such as mortality, emergency room visits, or crop
yield losses— through the use of concentration-re-
sponse functions. These concentration-response func-
tions were in turn derived from studies found in the
scientific literature on the health and ecological ef-
fects of air pollutants. At this point, estimates were
derived of the differences between the two scenarios
in terms of incidence rates for a broad range of human
health and other effects of air pollution by year, by
pollutant, and by monitor.”

In the next step, economic valuation models or
coefficients were used to estimate the economic value
of the reduction in incidence of those adverse effects
which were amenable to such monetization. For ex-
ample, a distribution of unit values derived from the
economic literature was used to estimate the value of
reductions in mortality risk associated with exposure
to particulate matter. In addition, benefits which could
not be expressed in economic terms were compiled
and are presented herein. In some cases, quantitative
estimates of scenario differences in the incidence of a
nonmonetized effect were calculated.® In many other
cases, available data and techniques were insufficient
to support anything more than a qualitative character-
ization of the change in effects.

Finally, the costs and monetized benefits were
combined to provide a range of estimates for the par-
tial, net economic benefit of the CAA with the range
reflecting quantified uncertainties associated with the
physical effects and economic valuation steps.” The
term “partial” is emphasized because only a subset of
the total potential benefits of the CAA could be rep-
resented in economic terms due to limitations in ancal

“ These six pollutants are total suspended particulates (TSP), sulfur dioxide (80,), nitrogen oxides (NOJ‘), carbon monoxide (CO),
volatile organic compounds (VOCs), and lead (Pb). The other CAA criteria pollutant, ozone (O,), is formed in the atmosphere through
the interaction of sunlight and ozone precursor pollutants such as NO, and VOCs.

5 By definition, 1970 emissions under the two scenarios are identical.

¢ The one exception is particulate matter (PM). For PM, air quality profiles for both Total Suspended Particulates (TSP) and:
particulates less than or equal to 10 microns in diameter (PM, ) were constructed at the county level rather than the individual monitor

level.
7 Or, for PM, by county.

® For example, changes in forced expiratory volume in one second (FEV,) as a result of exposure to ozone were quantified but

could not be expressed in terms of economic value.

¢ Although considerable uncertainties surround the direct cost, macroeconomic modeling, emissions modeling,, and air quality
modeling steps, the ranges of aggregate costs and benefits presented in this analysis do not reflect these uncertainties. While the
uncertainties in these components were assessed qualitatively, and in some cases quantitatively, resource limitations precluded the
multiple macroeconamic model, emissions model, and air quality model runs which would have been required to propagate these
uncertainties through the entire analytical sequence. As a result, complete quantitative measures of the aggregate uncertainty in the cost
and benefit estimates could not be derived. However, the ranges presented do reflect quantitative measures of the uncertainties in the

d economic valuation.

two most uncertain analytical steps: physical effects estimation an
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cal resources, available data and models, and the state
of the science.!® Of paramount concern to the EPA
Project Team was the paucity of concentration-re-
sponse functions needed to translate air quality
changes into measures of ecological effect. In addi-
‘tion, significant scientific evidence exists linking air
pollution to a number of adverse human health ef-
fects which could not be effectively quantified and/or
monetized.!! :

Review Process

The CAA requires EPA to consult with an out-
side panel of experts—referred to statutorily as the
Advisory Council on Clean Air Act Compliance
Analysis (the Council)—in developing the section 812
analyses. In addition, EPA is required to consult with
the Department of Labor and the Department of Com-
merce.

The Council was organized in 1991 under the aus-
pices and procedures of EPA’s Science Advisory
Board (SAB). Organizing the review committee un-
der the SAB ensured that review of the section 812
studies would be conducted by highly qualified ex-
perts in an objective, rigorous, and publicly open
manner. The Council has met many times during the
development of the retrospective study to review meth-
odologies and interim results. While the full Council
retains overall review responsibility for the section
812 studies, some specific issues concerning physical
effects and air quality modeling have been referred to
subcommittees comprised of both Council members
and members of other SAB committees. The Council’s
Physical Effects Review Subcommittee met several
times and provided its own review findings to the full
Council. Similarly, the Council’s Air Quality Subcom-
mittee, comprised of members and consultants of the
SAB Clean Air Scientific Advisory Committee
(CASACQC), held several teleconference meetings to
review methodology proposals and modeling results.

With respect to the interagency review process,
EPA expanded the list of consulted agencies and con-
vened a series of meetings during the design and early
implementation phases from 1991 through late 1994.
In late 1994, to ensure that all interested parties and
the public received consistent information about re-
maining analytical issues and emerging results, EPA
decided to use the public SAB review process as the
primary forum for presenting and discussing issues
and results. The Interagency Review Group was there-
fore discontinued as a separate process in late 1994.

A final, brief interagency review, pursuant to Cir-
cular A-19, was organized in August 1997 by the Of-
fice of Management and Budget and conducted fol-
lowing the completion of the extensive expert panel

peer review by the SAB Council. During the course
of the final interagency discussions, it became clear
that several agencies held different views pertaining
to several key assumptions in this study as well as to
the best techniques to apply in the context of environ-
mental program benefit-cost analyses, including the
present study. The concerns include: (1) the extent to
which air quality would have deteriorated from 1970
to 1990 in the absence of the Clean Air Act, (2) the
methods used to estimate the number of premature
deaths and illnesses avoided due to the CAA, (3) the
methods used to estimate the value that individuals
place on avoiding those risks, and (4) the methods
used to value non-health related benefits. However,
due to the court deadline the resulting concerns were
not resolved during this final, brief interagency re-
view. Therefore, this report reflects the findings of
EPA and not necessarily other agencies in the Ad-
ministration. Interagency discussion of some of these
issues will continue in the context of the future pro-
spective section 812 studies and potential regulatory
actions.

Report Organization

The remainder of the main text of this report sum-
marizes the key methodologies and findings of retro-
spective study. The direct cost estimation and macro-
economic modeling steps are presented in Chapter 2.
The emissions modeling is summarized in Chapter 3.
Chapter 4 presents the air quality' modeling method-
ology and sample results. Chapter 5 describes the ap-
proaches used and principal results obtained through
the physical effects estimation process. Economic
valuation methodologies are described in Chapter 6.
Chapter 7 presents the aggregated results of the cost
and benefit estimates and describes and evaluates
important uncertainties in the results.

Additional details regarding the methodologies
and results are presented in the appendices and in the
referenced supporting documents. Appendix A cov-
ers the direct cost and macroeconomic modeling. Ap-
pendix B provides additional detail on the sector-spe-
cific emissions modeling effort. Details of the air qual-
ity models used and results obtained are presented or
referenced in Appendix C. The effects of the CAA on
human health and visibility; aquatic, wetland, and for-
est ecosystems; and agriculture are presented in Ap-
pendices D, E, and F, respectively. Appendix G pre-
sents details of the lead (Pb) benefits analysis. Air
toxics reduction benefits are discussed in Appendix
H. The methods and assumptions used to value quan-
tified effects of the CAA in economic terms are de-
scribed in Appendix I. Appendix J describes some ar-
eas of research which may increase comprehensive-
ness and reduce uncertainties in effect estimates for
future assessments, and describes plans for future sec-
tion 812 analyses.

0]t should be noted that there is some uncertainty associated with the estimates of economic costs as well and that some omitted
components of adverse economic consequences of pollution control programs may be significant. For example, some economists
argue that the economic costs of the CAA reported herein may be significantly underestimated to the extent potential adverse effects
of regulation on technological innovation are not captured. Nevertheless, it is clear that the geographic, population, and categorical
coverage of monetary cost effects is significantly greater than coverage of monetized benefits in this analysis.

" For example, while there is strong evidence of a link between exposure to carbon monoxide and reduced time of onset of
angina attack, there are no valuation functions available to estimate the economic loss associated with this effect.




Cost and Macroeconomic Effects

The costs of complying with Clean Air Act (CAA)
requirements through the 1970 to 1990 period affected
patterns of industrial production, capital investment,
productivity, consumption, employment, and overall
economic growth. The purpose of the analyses sum-
marized in this chapter was to estimate those direct
costs and the magnitude and significance of resulting
changes to the overall economy. This was accom-
plished by comparing economic indicators under two
alternative scenarios: a control scenario serving as the
historical benchmark, including the historical CAA
as implemented; and a no-control scenario which as-
sumes historical CAA programs did not exist. The
estimated economic consequences of the historical
CAA were taken as the difference between these two
scenarios.

Data used as inputs to the cost analysis can be
classified into two somewhat overlapping categories
based on the information source: survey-based infor-
mation (generally gathered by the Census Bureau) and
information derived from various EPA analyses. For
the most part, cost estimates for stationary air pollu-
tion sources (e.g., factory smokestacks) are based on
surveys of private businesses that attempt to elicit in-
formation on annual pollution control outlays by those
businesses. Estimates of pollution control costs for
mobile sources (e.g., automobiles) are largely based
on EPA analyses, rather than on direct observation
and measurement of compliance expenditures. For
example, to determine one component of the cost of
reducing lead emissions from mobile sources, the
Project Team used an oil refinery production cost
model to calculate the incremental cost required to
produce unleaded (or less-leaded, as appropriate)
rather than leaded gasoline, while maintaining the
. octane level produced by leaded gasoline.

As is the case with many policy analyses, a sig-
nificant uncertainty arises in the cost analysis as a
consequence of constructing a hypothetical scenario.
With this retrospective analysis covering almost
twenty years, difficulties arise in projecting alterna-

tive technological development paths. In some cases,
the analytical assumptions used to project the alterna-
tive scenario are not immediately apparent. For ex-
ample, the surveys covering stationary source com-
pliance expenditures require respondents to report
pollution abatement expenditures—implicitly asking
them to determine by how much the company’s costs
would decline if there were no CAA compliance re-
quirements. While a response might be relatively
straightforward in the few years following passage of
the CAA, a meaningful response becomes more diffi-
cult after many years of technical change and invest-
ment in less-polluting plant and equipment make it
difficult to determine the degree to which total costs
would differ under a “no CAA” scenario. In cases such
as this, assumptions concerning the alternative hypo-
thetical scenario are made by thousands of individual
survey respondents. Where cost data are derived from
EPA analyses, the hypothetical scenario assumptions
are, at least in theory, more apparent. For example,
when determining the incremental cost caused by pol-
lution-control requirements, one needs to make as-
sumptions (at least implicitly) about what an auto
would look like absent pollution control requirements.
In either case, the need to project hypothetical tech-
nology change for two decades introduces uncertainty
into the assessment results, and this uncertainty may
be difficult to quantify.

The remainder of this chapter summarizes the
basic methods and results of the direct compliance
cost and macroeconomic analyses. Further details re-
garding the modeling methods and assumptions em-
ployed, as well as additional analytical results, are
presented in Appendix A.

Direct Compliance Costs

Compliance with the CAA imposed direct costs
on businesses, consumers, and governmental units; and
triggered other expenditures such as governmental
regulation and monitoring costs and expenditures for
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Table 1. Estimated Annu
Compliance Costs ($billio

Year $current $1994
1973 T2
1974 8.5
1975 106
1976 112
1977 119
1978 12.0
1979 144
1980 163
1981 17.0
1982 16.0
1983 15.5
1984 173
1985 19.1
1986 178
1987 182
1988 182
1989 19.0
1900 190

research and development by both government and
industry. Although expenditures unadjusted for infla-
tion — that is, expenditures denominated in “current
dollars”— increased steadily from $7 billion to $19
billion per year over the 1973 to 1990 period,'? an-
nual CAA compliance expenditures adjusted for in-
flation were relatively stable, averaging near $25 bil-
lion (in 1990 dollars) during the 1970s and close to
$20 billion during most of the 1980s (see Table 1).
Aggregate compliance expenditures were somewhat
less than one half of one percent of total domestic
output during that period, with the percentage falling
from two thirds of one percent of total output in 1975
to one third of one percent in 1990.

Although useful for many purposes, a summary

of direct annual expenditures may not the best cost
measure to use when comparing costs to benefits.
Capital expenditures are investments, generating a
stream of benefits and opportunity cost!* over the life

~ of the investment. The appropriate accounting tech-

nique to use for capital expenditures in a cost/benefit
analysis is to annualize the expenditure. This tech-
nique, analogous to calculating the monthly payment
associated with a home mortgage, involves spreading
the cost of the capital equipment over the useful life
of the equipment using a discount rate to account for
the time value of money.

For this cost/benefit analysis, “annualized” costs
reported for any given year are equal to O&M expen-
ditures — including R&D and other similarly recur-
ring expenditures — plus amortized capital costs (i.e.,
depreciation plus interest costs associated with the
existing capital stock) for that year. Stationary source
air pollution control capital costs were amortized over
20 years; mobile source air pollution control costs were
amortized over 10 years."* All capital expenditures
were annualized using a five percent, inflation-ad-
justed rate of interest. Additionally, annualized costs
were calculdted using discount rates of three and seven
percent to determine the sensitivity of the cost results
to changes in the discount rate. Table 1 summarizes
costs annualized at three, five, and seven percent, as
well as annual expenditures.

Total expenditures over the 1973-1990 period,
discounted to 1990 using a five percent (net of infla-
tion) discount rate, amount to 628 billion dollars (in
1990 dollars). Discounting the annualized cost stream
to 1990 (with both annualization and discounting pro-
cedures using a five percent rate) gives total costs of
523 billion dollars (in 1990 dollars). Aggregate annu-
alized costs are less than expenditures because the
annualization procedure spreads some of the capital
cost beyond 1990."

12 Dye to data limitations, the cost analysis for this CAA retrospective starts in 1973, missing costs incurred in 1970-72. This
limitation is not likely to be significant, however, because relatively little in the way of compliance with the “new” provisions of the

1970 CAA was required in the first two years following passage.

13 In this context, “opportunity cost” is defined as the value of alternative investments or other uses of funds foregone as a result of

the investment.

4 Although complete data are available only for the period 1973-1990, EPA’s Cost of Clean report includes capital expenditures
for 1972 (see Appendix A for more details and complete citation). Those capital expenditure data have been used here. Therefore,
amortized costs arising from 1972 capital investments are included in the 1973-1990 annualized costs, even though 1972 costs are not
otherwise included in the analysis. Conversely, some capital expenditures incurred in the 1973-1990 period are not reflected in the
19731990 annualized costs — those costs are spread through the following two decades, thus falling outside of the scope of this study
(c.g., only one year of depreciation and interest expense is included for 1989 capital expenditures). Similarly, benefits arising from
emission reductions realized after 1990 as a result of capital investments made during the 1970 to 1990 period of this analysis are not

included in the estimates of benefits included in this report.

15 This adjustment is required because many 1970 to 1990 investments in control equipment continue to yield benefits beyond
1990. Annualization of costs beyond 1990 ensures that the costs and benefits of any particular investment are properly scaled and

matched over the lifetime of the investment.
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Indirect Effects of the CAA

Through changing production costs, CAA imple-
mentation induced changes in consumer good prices,
and thus in the size and composition of economic out-
put. The Project Team used a general equilibrium
macroeconomic model to assess the extent of such
second-order effects. This type of model is useful be-
cause it can capture the feedback effects of an action.
In the section 812 macroeconomic modeling exercise,
the feedback effects arising from expenditure changes
were captured, but the analogous effects arising from
improvements in human health were not captured by
the model. For example, the macroeconomic model
results do not reflect the indirect economic effects of
worker productivity improvements and medical ex-
penditure savings caused by the CAA. Consequently,
the macroeconomic modeling exercise provides lim-
ited and incomplete information on the type and po-
tential scale of indirect economic effects.

The effects estimated by the macroeconomic
model can be grouped into two broad classes: sectoral
impacts (i.e., changes in the composition of economic
output), and aggregate effects (i.e., changes in the
degree of output or of some measure of human wel-
fare). The predicted sectoral effects were used as in-
puts to the emissions models as discussed in Chapter
3. In general, the estimated second-order macroeco-
nomic effects were small relative to the size of the
U.S. economy. See Appendix A for more detail on
data sources, analytical methods, and results for the
macroeconomic modeling performed for this assess-
ment.

Sectoral Impacts

The CAA had variable compliance impacts across
economic sectors. The greatest effects were on the
largest energy producers and consumers, particularly
those sectors which relied most heavily on consump-
tion of fossil fuels (or energy generated from fossil
fuels). In addition, production costs increased more
for capital-intensive industries than for less capital-
intensive industries under the control scenario due to
a projected increase in interest rates. The interest rate
increase, which resulted in an increase in the cost of
capital, occurred under the control scenario because
CAA-mandated investment in pollution abatement
reduced the level of resources available for other uses,
including capital formation.

Generally, the estimated difference in cost impacts
under the control and no-control scenarios for a par--
ticular economic sector was a function of the relative
energy-intensity and capital-intensity of that sector.
Increased production costs in energy- and capital-in-
tensive sectors under the control scenario were re-
flected in higher consumer prices, which resulted in
reductions in the quantity of consumer purchases of
goods and services produced by those sectors. This
reduction in consumer demand under the control sce-
nario led, ultimately, to reductions in output and em-
ployment in those sectors. The sectors most affected
by the CAA were motor vehicles, petroleum refining,
and electricity generation. The electricity generation
sector, for example, incurred a two to four percent
increase in consumer prices by 1990, resulting in a
three to five and a half percent reduction in output.
Many other manufacturing sectors saw an output ef-
fect in the one percent range.

Some other sectors, however, were projected to
increase output under the control scenario. Apart from
the pollution control equipment industry, which was
not separately identified and captured in the macro-
economic modeling performed for this study, two ex-
ample sectors for which output was higher and prices
were lower under the control scenario are food and
furniture. These two sectors showed production cost
and consumer price reductions of one to two percent
relative to other industries under the control scenario,
resulting in output and employment increases of simi-
lar magnitudes.

Aggregate Effects

As noted above, the control and no-control sce-
narios yield different estimated mixes of investment.
In particular, the control scenario was associated with
more pollution control capital expenditure and less
consumer commodity capital expenditure. As a result,
the growth pattern of the economy under the control
scenario differed from the no-control scenario. Under
the control scenario, the macroeconomic model pro-
jected arate of long-run GNP growth about one twen-
tieth of one percent per year lower than under the no-
control scenario. Aggregating these slower growth
effects of the control scenario over the entire 1970 to
1990 period of this study results, by 1990, in a level
of GNP one percent (or approximately $55 billion)
lower than that projected under the no-control sce-
nario.




The Benefits and Costs of the Clean Air Act, 1970 to 1990

Although small relative to the economy as a whole,
the estimated changes in GNP imply that the poten-
tial impact of the CAA on the economy by 1990 was
greater than that implied by expenditures ($19 billion
in 1990) or annualized costs ($26 billion in 1990, an-
nualized at five percent). Discounting the stream of
1973-1990 GNP effects to 1990 gives an aggregate
impact on production of 1,005 billion dollars (in 1990
dollars discounted at five percent). Of that total, $569
billion represent reductions in household consump-
tion, and another $200 billion represent government
consumption, for an aggregate effect on U.S. consump-
tion of goods and services equal to 769 billion dol-
lars. Both the aggregate GNP effects and aggregate
consumption effects exceed total 1973-1990 expen-
ditures ($628 billion) and annualized costs ($523 bil-
lion, with all dollar quantities in $1990, discounted at
five percent).

Changes in GNP (or, even, changes in the national
product account category “consumption”) do not nec-
essarily provide a good indication of changes in so-
cial welfare. Social welfare is not improved, for ex-
ample, by major oil tanker spills even though mea-
sured GNP is increased by the “production” associ-
ated with clean-up activities. Nevertheless, the effects
of the CAA on long-term economic growth would be
expected to have had some effect on economic wel-
fare. One of the characteristics of the macroeconomic
model used by the Project Team is its ability to esti-
mate a measure of social welfare change which is su-
perior to GNP changes. This social welfare measure
estimates the monetary compensation which would be
required to offset the losses in consumption (broadly
defined) associated with a given policy change. The
model reports a range of results, with the range sensi-
tive to assumptions regarding how cost impacts are
distributed through society. For the CAA, the model
reports an aggregate welfare effect of 493 billion to
621 billion dollars (in 1990 dollars), depending on
the distributional assumptions used. This range does
not differ greatly from the range of results represented
by 1973-1990 expenditures, compliance costs, and
consumption changes.

Uncertainties and Sensitivities in
the Cost and Macroeconomic
Analysis

The cost and macroeconomic analyses for the
present assessment relied upon survey responses, EPA
analyses, and a macroeconomic simulation model.
Although the Project Team believes that the results of
the cost and macroeconomic analyses are reasonably
reliable, it recognizes that every analytical step is sub-
ject to uncertainty. As noted at the beginning of this
chapter, explicit and implicit assumptions regarding
hypothetical technology development paths are cru-
cial to framing the question of the cost impact of the
CAA. In addition, there is no way to verify the accu-
racy of the survey results used;'® alternative, plausible
cost analyses exist that arrive at results that differ from
some of the results derived from EPA analyses; and it
is not clear how the use of a general equilibrium mac-
roeconomic model affects the accuracy of macroeco-
nomic projections in a macroeconomy characterized
by disequilibrium. For many factors engendering un-
certainty, the degree or even the direction of bias is
unknown. In several areas, nevertheless, uncertainties
and/or sensitivities can be identified that may bias the
results of the analysis.

Productivity and Technical Change

An important component of the macroeconomic
model used by the Project Team is its treatment of
technical change and productivity growth. Three fac-
tors associated with productivity and technical change
have been identified which may bias the results of the
macroeconomic simulation: (1) the long-run effects
of reducing the “stock” of technology, (2) the pos-
sible “chilling” effect of regulations on innovation and
technical change, and (3) the role of endogenous pro-
ductivity growth within the macroeconomic model.

The macroeconomic model projected a decrease
in the growth of GNP as a result of CAA compliance.
Decreased growth was due not only to decreased capi-
tal investment, but also to decreased factor productiv-
ity. The annual decrement in productivity can be
thought of as a reduction of the stock of available tech-
nology. That reduction in stock could be expected to
affect macroeconomic activity after 1990, as well as

16 For an example of the difficulties one encounters in assessing the veracity of survey results, see the discussion in Appendix A
on the apparently anomalous growth in stationary source O&M expenditures in relation to the size of the stationary source air

pollution control capital stock.
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during the 1973-1990 period studied by the Project
Team. Thus, to the extent that this effect exists, the
Project Team has underestimated the macroeconomic
impact of the CAA by disregarding the effect of 1973-
1990 productivity change decrements on post-1990
GNP.

Some economists contend that regulations have a
“chilling” effect on technological innovation and,
hence, on productivity growth. Two recent studies by
Gray and Shadbegian,'” which are sometimes cited in
support of this contention, suggest that pollution abate-
ment regulations may decrease productivity levels in
some manufacturing industries. The macroeconomic
model allowed policy-induced productivity change
through the mechanism of price changes and result-
ant factor share changes. To the extent that additional
policy-induced effects on productivity growth exist,
the Project Team has underestimated the impact of
the CAA on productivity growth during the 1973-1990
period, and, thus, has underestimated macroeconomic
impacts during the 1973-1990 period and beyond.

The macroeconomic model allowed productivity
growth to vary with changes in prices generated by
the model. This use of “endogenous” productivity
growth is not universal in the economic growth litera-
ture — that is, many similar macroeconomic models
do not employ analogous forms of productivity growth.
The Project Team tested the sensitivity of the model
results to the use of endogenous productivity growth.
If the model is run without endogenous productivity
growth, then the predicted macroeconomic impacts
(GNP, personal consumption, etc.) of the CAA are
reduced by approximately 20 percent. That is, to the
extent that use of endogenous productivity growth in
the macroeconomic model is an inaccurate simulation
technique, then the Project Team has overestimated
the macroeconomic impact of the CAA.

Discount Rates

There is a broad range of opinion in the econom-
ics profession regarding the appropriate discount rate
to use in analyses such as the current assessment. Some
economists believe that the appropriate rate is one that

approximates the social rate of time preference — that
is, the rate of return at which individuals are willing
to defer consumption to the future. A three percent
rate would approximate the social rate of time prefer-
ence (all rates used here are “real”, i.e., net of price
inflation impacts). Others believe that a rate that ap-
proximates the opportunity cost of capital (e.g., seven
percent or greater) should be used.'® A third school of
thought holds that some combination of the social rate
of time preference and the opportunity cost of capital
is appropriate, with the combination effected either
by use of an intermediate rate or by use of a multiple-
step procedure employing the social rate of time pref-
erence as the “discount rate,” but still accounting for
the opportunity cost of capital.

The Project Team elected to use an intermediate
rate (five percent), but recognizes that analytical re-
sults aggregated across the study period are sensitive
to the discount rate used. Consequently, all cost mea-
sures are presented at three and seven percent, as well

_as the base case five percent. Table 2 summarizes

major cost and macroeconomic impact measures ex-
pressed in constant 1990 dollars, and discounted to
1990 at rates of three, five, and seven percent.

17 Gray, Wayne B., and Ronald J. Shadbegian, “Environmental Regulation and Manufacturing Productivity at the Plant Level,”
Center for Economic Studies Discussion Paper, CES 93-6, March 1993. Gray, Wayne B., and Ronald J. Shadbegian, “Pollution
Abatement Costs, Regulation, and Plant-Level Productivity,” National Bureau of Economic Research, Inc., Working Paper Series,

Working Paper No. 4994, January 1995.

' Some would argue that use of the opportunity cost of capital approach would be inappropriate in the current assessment if the
results of the macroeconomic modeling (such as GNP) were used as the definition of “cost,” since the macro model already accounts
for the opportunity cost of capital. The appropriate rate would then be the social rate of time preference.
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Exclusion of Health Benefits from the
Macroeconomic Model

The macroeconomic modeling exercise was de-
signed to capture the second-order macroeconomic
effects arising from CAA compliance expenditures.
Those predicted second-order effects are among the
factors used to drive the emissions estimates and, ul-
timately, the benefits modeled for this assessment. The
benefits of the CAA, however, would also be expected
to induce second-order macroeconomic effects. For
example, increased longevity and decreased incidence
of non-fatal heart attacks and strokes would be ex-
pected to improve macroeconomic performance mea-
sures. The structure of the overall analysis, however,
necessitated that these impacts be excluded from the
macroeconomic simulation.

The first-order CAA beneficial effects have been
included in the benefits analysis for this study, includ-
ing measures that approximate production changes
(e.g., income loss due to illness, or lost or restricted
work days; income loss due to impaired cognitive abil-
ity; and income loss due to reduced worker produc-
tion in certain economic sectors). These measures are
analogous to compliance expenditures in the cost
analysis. The second-order benefits impacts, which
would result from price changes induced by CAA-
related benefits, have not been estimated. It is likely
that the estimated adverse second-order macroeco-
nomic impacts would have been reduced had the im-
pact of CAA benefits been included in the macroeco-
nomic modeling exercise; however, the magnitude of
this potential upward bias in the estimate of adverse
macroeconomic impact was not quantitatively as-
sessed.
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Emissions

This chapter presents estimates of emissions re-
ductions due to the Clean Air Act (CAA) for six crite-
ria air pollutants. Reductions are calculated by esti-
mating, on a sector-by-sector basis, the differences in
emissions between the control and no-control sce-
narios. While the relevant years in this analysis are
1970 through 1990, full reporting of emissions was
only made for the 1975 to 1990 period since 1970
emission levels are, by assumption, identical for the
two scenarios. The criteria pollutants for which emis-
sions are reported in this analysis are: total suspended
particulates (TSP),'* carbon monoxide (CO), volatile
organic compounds (VOC), sulfur dioxide (SO,), ni-
trogen oxides (NO ), and Lead (Pb).

The purpose of the present study is to estimate
the differences in economic and environmental con-
ditions between a scenario reflecting implementation
of historical CAA controls and a scenario which as-
sumes that no additional CAA-related control pro-
grams were introduced after 1970. Because of the fo-
cus on differences in —rather than absolute levels of—
emissions between the scenarios, the various sector-
specific emission models were used to estimate both

the control and no-control scenario emission invento-
ries. This approach ensures that differences between
the scenarios are not distorted by differences between
modeled and actual historical emission estimates.?

Despite the use of models to estimate control sce-
nario emission inventories, the models used were con-
figured and/or calibrated using historical emissions
estimates. The control scenario utility emissions esti-
mates, for example, were based on the ICF CEUM
model which was calibrated using historical emissions
inventory data?' In other cases, such as the EPA Emis-
sions Trends Report (Trends) methodology?? used to
estimate industrial process emissions, historical data
were used as the basis for control scenario emissions
with little or no subsequent modification. Neverthe-
less, differences in model selection, model configura-
tion, and macroeconomic input data® result in un-
avoidable, but in this case justifiable, differences be-
tween national total historical emission estimates and
national total control scenario emission estimates for
each pollutant. Comparisons between no-control, con-
trol, and official EPA Trends Report historical emis-
sions inventories are presented in Appendix B.*

19 In 1987, EPA replaced the earlier TSP standard with a standard for particulate matter of 10 microns or smaller (PM ).

» By necessity, emission models must be used to estimate the hypothetical no-CAA scenario. If actual historical emissions data
were adopted for the control scenario, differences between the monitoring data and/or models used to develop historical emission
inventories and the models used to develop no-control scenario emission estimates would bias the estimates of the differences between
the scenarios.

2 See ICF Resources, Inc., “Results of Retrospective Electric Utility Clean Air Act Analysis - 1980, 1985 and 1990,” September
30, 1992, Appendix C.

2 EPA, 1994a: U.S. Environmental Protection Agency, “National Air Pollutant Emission Trends, 1900-1993,” EPA-454/R-94-
027, Office of Air Quality Planning and Standards, Research Triangle Park, NC, October 1994.

B The Jorgenson/Wilcoxen macroeconomic model outputs were used to configure both the control and no-control scenario
emission model runs. While this satisfies the primary objective of avoiding “across model” bias between the scenarios, the macroeco-
nomic conditions associated with the control scenario would not be expected to match actual historical economic events and condi-
tions. To the extent actual historical economic conditions are used to estimate official historical emission inventories, conformity
between these historical emissions estimates and control scenario emission estimates would be further reduced.

% In general, these comparisons show close correspondence between control scenario and Trends estimates with the largest
differences occurring for VOC and CO emissions. The Trends report VOC estimates are generally higher than the control scenario
estimates due primarily to the inclusion of Waste Disposal and Recycling as a VOC source in the Trends report. This inconsistency is
of no consequence since Waste Disposal and Recycling sources were essentially uncontrolled by the historical CAA and therefore do
not appear as a difference between the control and no-control scenarios. The higher CO emission estimates in the Trends Report are
primarily associated with higher off-highway vehicle emissions estimates. Again, since off-highway emissions do not change between
the control and no-control scenario in the present analysis, this inconsistency is of no consequence.
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To estimate no-control scenario emissions, sec-
tor-specific historical emissions are adjusted based on
changes in the following two factors: (1) growth by
sector predicted to occur under the no-control scenario;
and (2) the exclusion of controls attributable to spe-
cific provisions of the CAA.

To adjust emissions for economic changes under

Table 3. Summary of S

Sector

On-Highway Vehnd

Off-Highway Vehicles

Electric Utilities

Industrial Combustsi

Industrial Processes’

Commercial / Reside

the no-control scenario, activity levels that affect emis-
sions from each sector were identified. These activity
levels include, for example, fuel use, industrial activ-
ity, and vehicle miles traveled (VMT). The Jorgenson-
Wilcoxen (J/W) general equilibrium model was used
to estimate changes in general economic conditions,
as well as sector-specific economic outcomes used as
inputs to the individual sector emission models.”

% For example, the change in distribution of households by income class predicted by the J/W model was used as input to the
transportation sector model system. Changes in household income resulted in changes in vehicle ownership and usage patterns which,

in turn, influence VMT and emissions. (See Pechan, 1995, p. 43).
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The specific outputs from the J/W model used in
this analysis are the percentage changes in gross na-
tional product (GNP), personal consumption, and out-
put for various economic sectors under the control and
no-control scenario for the years 1975, 1980, 1985,
and 1990.% The sectors for which the results of the J/
W model are used include: industrial processes, elec-
tric utilities, highway vehicles, industrial boilers, and
the commercial/residential sector. For the off-highway
sector, economic growth was not taken into account
as there was no direct correspondence between J/'W
sectors and the off-highway vehicle source category
activity.

In addition to adjusting for economic activity
changes, any CAA-related control efficiencies that
were applied to calculate control scenario emissions
were removed for the no-control scenario. In most
instances, emissions were recalculated based on 1970
control levels.

Uncertainty associated with several key model-
ing inputs and processes may contribute to potential
errors in the emission estimates presented herein. Al-
though the potential errors are likely to contribute in
only a minor way to overall uncertainty in the esti-
mated monetary benefits of the Clean Air Act, the most
significant emission modeling uncertainties are de-
scribed at the end of this chapter.

Sector-Specific Approach

The approaches used to calculate emissions for
each sector vary based on the complexity of estimat-
ing emissions in the absence of CAA controls, taking
economic activity levels and CAA regulations into
account. For the off-highway vehicle and industrial
process sectors, a relatively simple methodology was
developed. The approaches used for the highway ve-
hicles, electric utilities, industrial boilers, and com-
mercial/residential sectors were more complex be-
cause the J/W model does not address all of the deter-
minants of economic activity in these sectors that
might have changed in the absence of regulation. The
approaches by sector used to estimate emissions for
the two scenarios are summarized in Table 3, and are
described in more detail in Appendix B.

Summary of Results

Figure 2 compares the total estimated sulfur di-
oxide emission from all sectors under the control and
no-control scenarios over the period from 1975 to

1990. Figures 3, 4, 5, 6, and 7 provide similar com-
parisons for NO , VOCs, CO, TSP, and Lead (Pb) re-
spectively.

Additional tables presented in Appendix B pro-
vide further breakdown of the emissions estimates by

" individual sector. The essential results are character-

ized below. For most sectors, emission levels under
the control scenario were substantially lower than lev-
els projected under the no-control scenario. For some
pollutants, for example NOX, most of the reductions
achieved under the control scenario offset the growth
in emissions which would have occurred under the
no-control case as a result of increases in population
and economic activity. For other pollutants, particu-
larly lead, most of the difference in 1990 emissions
projected under the two scenarios reflects significant
improvement relative to 1970 emission levels. Ap-
pendix B also assesses the consistency of the control
and no-control scenario estimates for 1970 to 1990
with pre-1970 historical emissions trends data.

The CAA controls that affected SO, emitting
sources had the greatest proportional effect on indus-
trial process emissions, which were 60 percent lower
in 1990 than they would have been under the
no-control scenario. SO, emissions from electric utili-
ties and industrial boilers were each nearly-40 percent
lower in 1990 as a result of the controls. In terms of
absolute tons of emission reductions, controls on elec-
tric utilities account for over 10 million of the total 16
million ton difference between the 1990 control and
no-control scenario SO, emission estimates.

CAA regulation of the highway vehicles sector
led to the greatest percent reductions in VOC and NO, .
Control scenario emissions of these pollutants in 1990
were 66 percent and 47 percent lower, respectively,
than the levels estimated under the no-control scenario.
In absolute terms, highway vehicle VOC controls ac-
count for over 15 million of the roughly 17 million
ton difference in control and no-control scenario emis-
sions.

Differences between control and no-control sce-
nario CO emissions are also most significant for high-
way vehicles. In percentage terms, highway vehicle
CO emissions were 56 percent lower in 1990 under
the control scenario than under the no-control scenario.
Industrial process CO emission estimates under the
control scenario were about half the levels projected
under the no-control scenario. Of the roughly 89 mil-

% For details regarding the data linkages between the J/W model and the various emission sector models, see Pechan (1995).
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Figure 2. Control and No-control Scenario Total SO,
Emission Estimates.
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Figure 5. Control and No-control Scenario Total CO
Emission Estimates.
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Figure 3. Control and No-control Scenario Total NO
Emission Estimates.
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Figure 6. Control and No-control Scenario Total TSP
Emission Estimates.
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Figure 4. Control and No-control Scenario Total VOC
Emission Estimates.
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Figure 7. Control and No-control Scenario Total Pb
Emission Estimates.
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Chapter 3 Emissions

lion ton difference in CO emissions between the two
scenarios, 84 million tons are attributable to highway
vehicle controls and the rest is associated with reduc-
tions from industrial process emissions.

For TSP, the highest level of reductions on a per-
centage basis was achieved in the electric utilities sec-
tor. TSP emissions from electric utilities were 93 per-
cent lower in 1990 under the control scenario than

projected under the no-control scenario. TSP emis-,

sions from industrial processes were also significantly
lower on a percentage basis under the control scenario,
with the differential reaching 76 percent by 1990.

This is not an unexpected result as air pollution
control regulations in the 1970’s focused on solving
the visible particulate problems from large fuel com-
bustors. In terms of absolute tons, electric utilities
account for over 5 million of the 16 million ton differ-
ence between the two scenarios and industrial pro-
cesses account for almost 10 million tons.

The vast majority of the difference in lead emis-
sions under the two scenarios is attributable to reduc-
tions in burning of leaded gasoline. By 1990, reduc-
tions in highway vehicle emissions account for 221
thousand of the total 234 thousand ton difference in
lead emissions. As shown in more detail in Appendix
B, airborne lead emissions from all sectors were vir-
tually eliminated by 1990.

As described in the following chapter and in Ap-
pendix C, these emissions inventories were used as
inputs to a series of air quality models. These air qual-
ity models were used to estimate air quality condi-
tions under the control and no-control scenarios.

Uncertainty in the Emissions
Estimates

The emissions inventories developed for the con-
trol and no-control scenarios reflect at least two ma-
jor.sources of uncertainty. First, potential errors in the
macroeconomic scenarios used to configure the sec-
tor-specific emissions model contribute to uncertain-
ties in the emissions model outputs. Second, the emis-
sions models themselves rely on emission factors,
source allocation, source location, and other param-
eters which may be erroneous.

An important specific source of potential error
manifest in the present study relates to hypothetical
emission rates from various sources under the no-con-
trol scenario. Emission rates from motor vehicles, for
example, would have been expected to change during
the 1970 to 1990 period due to technological changes
not directly related to implementation of the Clean
Air Act (e.g., advent of electronic fuel injection, or
EFI). However, the lack of emissions data from ve-
hicles with EFI but without catalytic converters com-
pelled the Project Team to use 1970 emission factors
throughout the 1970 to 1990 period for the no-control
scenario. Although this creates a potential bias in the
emissions inventories, the potential errors from this
and other uncertainties in the emissions inventories
are considered unlikely to contribute significantly to
overall uncertainty in the monetary estimates of Clean
Air Act benefits. This conclusion is based on the de-
monstrably greater influence on the monetary benefit
estimates of uncertainties in other analytical compo-
nents (e.g., concentration-response functions). A list
of the most significant potential errors in the emis-
sions modeling, and their significance relative to over-
all uncertainty in the monetary benefit estimate, is
presented in Table 4.
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Air Quality

Air quality modeling is the crucial analytical step
which links emissions to changes in atmospheric con-
centrations of pollutants which affect human health
and the environment. It is also one of the more com-
plex and resource-intensive steps, and contributes sig-
nificantly to overall uncertainty in the bottom-line
estimate of net benefits of air pollution control pro-
grams. The assumptions required to estimate hypo-
thetical no-control scenario air quality conditions are
particularly significant sources of uncertainty in the
estimates of air quality change, especially for those
pollutants which are not linearly related to changes in
associated emissions. Specific uncertainties are de-
scribed in detail at the end of this chapter.

The key challenges faced by air quality modelers
attempting to translate emission inventories into air
quality measures involve modeling of pollutant dis-
persion and atmospheric transport, and modeling of
atmospheric chemistry and pollutant transformation.
These challenges are particularly acute for those pol-
lutants which, rather than being directly emitted, are
formed through secondary formation processes. Ozone
is the paramount example since it is formed in the
atmosphere through complex, nonlinear chemical in-
teractions of precursor pollutants, particularly vola-
tile organic compounds (VOCs) and nitrogen oxides
(NO,). In addition, atmospheric transport and trans-
formation of gaseous sulfur dioxide and nitrogen ox-
ides to particulate sulfates and nitrates, respectively,
contributes significantly to ambient concentrations of
fine particulate matter. In addition to managing the
complex atmospheric chemistry relevant for some
pollutants, air quality modelers also must deal with
uncertainties associated with variable meteorology and
the spatial and temporal distribution of emissions.

Given its comprehensive nature, the present analy-
sis entails all of the aforementioned challenges, and
involves additional complications as well. For many

pollutants which cause a variety of human health and
environmental effects, the concentration-response
functions which have been developed to estimate those
effects require, as inputs, different air quality indica-
tors. For example, adverse human health effects of
particulate matter are primarily associated with the
respirable particle fraction;* whereas household soil-
ing is a function of total suspended particulates, espe-
cially coarse particles. It is not enough, therefore, to
simply provide a single measure of particulate matter
air quality. Even for pollutants for which particle size
and other characteristics are not an issue, different air
quality indicators are needed which reflect different
periods of cumulative exposure (i.e., “averaging peri-
ods™). For example, 3-month growing season averages
are needed to estimate effects of ozone on yields of
some agricultural crops, whereas adverse human health
effect estimates require ozone concentration profiles
based on a variety of short-term averaging periods.?

Fortunately, in responding to the need for scien-
tifically valid and reliable estimation of air quality
changes, air quality modelers and researchers have
developed a number of highly sophisticated atmo-
spheric dispersion and transformation models. These
models have been employed for years supporting the
development of overall federal clean air programs,
national assessment studies, State Implementation
Plans (SIPs), and individual air toxic source risk as-
sessments. Some of these models, however, require
massive amounts of computing power. For example,
completing the 160 runs of the Regional Acid Depo-
sition Model (RADM) required for the present study
required approximately 1,080 hours of CPU time on a
Cray-YMP supercomputer at EPA’s Bay City
Supercomputing Center.

Given the resource-intensity of many state-of-the-
art models, the Project Team was forced to make dif-
ficult choices regarding where to invest the limited

71 Particles with an aerometric diameter of less than or equal to 10 microns.

3 For example, ozone concentration-response data exists for effects associated with 1-hour, 2.5-hour, and 6.6-hour exposures.
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resources available for air quality modeling. With a
mandate to analyze all of the key pollutants affected
by historical Clean Air Act programs, to estimate all
of the significant endpoints associated with those pol-
lutants, and to do so for a 20 year period covering the
entire continental U.S., it was necessary to use sim-
plified approaches for most of the pollutants to be
analyzed. In several cases related to primary emissions
—particularly sulfur dioxide (SO,), nitrogen oxides
(NO,), and carbon monoxide (CO)— simple “roll-up
model” strategies were adopted based on the expecta-
tion that changes in emissions of these pollutants
would be highly correlated with subsequent changes
in air quality.?® Significant pollutants involving sec-
ondary atmospheric formation, nonlinear formation
mechanisms, and/or long-range transport were ana-
lyzed using the best air quality model which was af-
fordable given time and resource limitations. These
models, discussed in detail in Appendix C, included
the Ozone Isopleth Plotting with Optional Mechanism-
IV (OZIPM4) model for urban ozone; various forms
of the above-referenced RADM model for background
ozone, acid deposition, sulfate, nitrate, and visibility
effects in the eastern U.S.; and the STVAQS/AUSPEX
Regional Modeling Adaptation Project (SARMAP)
Air Quality Model (SAQM) for rural ozone in Cali-
fornia agricultural areas. In addition, a linear scaling
approach was developed and implemented to estimate
visibility changes in large southwestern U.S. urban
areas.

By adopting simplified approaches for some pol-
lutants, the air quality modeling step adds to the over-
all uncertainties and limitations of the present analy-
sis. The limited expanse and density of the U.S. air
quality monitoring network and the limited coverage
by available air quality models of major geographic
areas® further constrain the achievable scope of the
present study. Under these circumstances, it is impor-
tant to remember the extent and significance of gaps
in geographic coverage for key pollutants when con-
sidering the overall results of this analysis. Key un-
certainties are summarized at the end of this chapter

in Table 5. More extensive discussion of the caveats
and uncertainties associated with the air quality model-
ing step is presented in Appendix C. In addition, in-
formation regarding the specific air quality models
used, the characteristics of the historical monitoring
data used as the basis for the control scenario pro-
files, pollutant-specific modeling strategies and as-
sumptions, references to key supporting documents,
and important caveats and uncertainties are also pre-
sented in Appendix C.

General Methodology

The general methodological approach taken in this
analysis starts with the assumption that actual histori-
cal air quality will be taken to represent the control
scenario. This may seem somewhat inconsistent with
the approach taken in earlier steps of the analysis,
which used modeled macroeconomic conditions as the
basis for estimating macroeconomic effects and emis-
sions. However, the central focus of the overall analy-
sis is to estimate the difference in cost and benefit
outcomes between the control and no-control sce-
narios. It is consistent with this central paradigm to
use actual historical air quality data as the basis for
estimating how air quality might have changed in the
absence of the Clean Air Act.

The initial step, then, for each of the five non-
lead (Pb) criteria pollutants® was to compile com-
prehensive air quality profiles covering the entire ana-
Iytical period from 1970 to 1990. The source for these
data was EPA’s Aerometric Information Retrieval
System (AIRS), which is a publicly accessible data-
base of historical air quality data. The vast number of
air quality observations occurring over this twenty year
period from the thousands of monitors in the U.S. in-
dicates the need to represent these observations by
statistical distributions. As documented in detail in
the supporting documents covering SO,, NO , CO, and
ozone,* both lognormal and gamma distributional
forms were tested against actual data to determine the

B It is important to emphasize that the correlation expected is between changes in emissions and changes in air quality. Direct
correlations between the absolute emissions estimates and empirical air quality measurements used in the present analysis may not be
strong due to expected inconsistencies between the geographically local, monitor-proximate emissions densities affecting air quality

data.

¥ For example, the regional oxidant models available for the present study do not cover some key Midwestern states, where
human health, agricultural crop, and other effects from ozone may be significant.

M L ead (Pb), the sixth criteria pollutant, is analyzed separately. The ability to correlate emissions directly with blood lead levels
obviates the need for using air quality modeling as an intermediate step toward estimation of exposure.

3 See SAI SO, NO_, and CO Report (1994) and SAI Ozone Report (1995).
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form which provided the best fit to the historical data.”
Based on these tests, one or the other statistical distri-
bution was adopted for the air quality profiles devel-
oped for each pollutant. In addition to reducing the
air quality data to a manageable form, this approach
facilitated transformations of air quality profiles from
one averaging period basis to another.

Once the control scenario profiles based on his-
torical data were developed, no-control scenarios were
derived based on the results of the various air quality
modeling efforts. Again, the focus of the overall analy-
sis is to isolate the difference in outcomes between
the control and no-control scenarios. The no-control
scenario air quality profiles were therefore derived by
adjusting the control scenario profiles upward (or
downward) based on an appropriate measure of the
difference in modeled air quality outcomes. To illus-
trate this approach, consider a simplified example
where the modeled concentration of Pollutant A un-
der the no-control scenario is 0.12 ppm, compared to
a modeled concentration under the control scenario
of 0.10 ppm. An appropriate measure of the differ-
ence between these outcomes, whether it is the 0.02
ppm difference in concentration or the 20 percent per-
centage differential, is then used to ratchet up the con-
trol case profile to derive the no-control case profile.
Generally, the modeled differential is applied across
the entire control case profile to derive the no-control
case profile. As described below in the individual sec-
tions covering particulate matter and ozone, however,
more refined approaches are used where necessary to
take account of differential outcomes for component
species (i.e., particulate matter), long-range transport,
and background levels of pollutants.

Sample Results

The results of the air quality modeling effort in-
clude a vast array of monitor-specific air quality pro-
files for particulate matter (PM,, and TSP),** SO,,
NO,,NO, CO, and ozone; RADM grid cell-based esti-
mates of sulfur and nitrogen deposition; and estimates
of visibility degradation for eastern U.S. RADM grid
cells and southwestern U.S. urban areas. All of these

data were transferred to the effects modelers for use in
configuring the human health, welfare, and ecosystem
physical effects models. Given the massive quantity
and intermediate nature of the air quality data, they
are not exhaustively reported herein.** To provide the
reader with some sense of the magnitude of the differ-
ence in modeled air quality conditions under the con-
trol and no-control scenarios, some illustrative results
for 1990 are presented in this chapter and in Appen-
dix C. In addition, maps depicting absolute levels of
control and no-control scenario acid deposition and
visibility are presented to avoid potential confusion
which might arise through examination of percent
change maps alone.*®

Carbon Monoxide

Figure 8 provides an illustrative comparison of
1990 control versus no-control scenario CO concen-
trations, expressed as a frequency distribution of the
ratios of 1990 control to no-control scenario 95th per-
centile 1-hour average concentrations at individual CO
monitors. Consistent with the emission changes un-
derlying these air quality results, CO concentrations
under the control scenario tend to be about half those.
projected under the no-control scenario, with most
individual monitor ratios ranging from about 0.40 to
0.60 percent, and a few with ratios in the 0.60 to 0.80
range.

Figure 8. Frequency Distribution of Estimated Ratios for
1990 Control to No-control Scenario 95th Percentile 1-
Hour Average CO Concentrations, by Monitor.
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3 The statistical tests used to determine goodness of fit are described in the SAI reports.

* PM data are reported as county-wide values for counties with PM monitors and a sufficient number of monitor observations.

% The actual air quality profiles, however, are available on disk from EPA. See Appendix C for further information.

% Large percentage changes can result from even modest absolute changes when they occur in areas with good initial (e.g.,
control scenario) air quality. Considering percentage changes alone might create false impressions regarding absolute changes in air
quality in some areas. For example, Appendix C discusses in detail two such cases: the Upper Great Lakes and Florida-Southeast
Atlantic Coast areas, which show high percentage changes in sulfur deposition and visibility.
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In considering these results, it is important to note
that CO is essentially a “hot spot” pollutant, meaning
that higher concentrations tend to be observed in lo-
calized areas of relatively high emissions. Examples
of such areas include major highways, major inter-
sections, and tunnels. Since CO monitors tend to be
located in order to monitor the high CO concentra-
tions observed in such locations, one might suspect
that using state-wide emissions changes to scale air
quality concentration estimates at strategically located
monitors might create some bias in the estimates.
However, the vast majority of ambient CO is contrib-
uted from on-highway vehicles. In addition, the vast
majority of the change in CO emissions between the
control and no-control scenario occurs due to catalyst
controls on highway vehicles. Since CO hot spots re-
sult primarily from highway vehicles emissions, con-
trolling such vehicles would mean CO concentrations
would be commensurately lowered at CO monitors.
While variability in monitor location relative to ac-
tual hot spots and other factors raise legitimate con-
cerns about assuming ambient concentrations are cor-
related with emission changes at any given monitor,
the Project Team believes that the results observed
provide a reasonable characterization of the aggregate
change in ambient CO concentrations between the two
scenarios.

Sulfur Dioxide

As for CO, no-control scenario SO, concentra-
tions were derived by scaling control scenario air qual-
ity profiles based on the difference in emissions pre-
dicted under the two scenarios. Unlike CO, SO, is
predominantly emitted from industrial and utility
sources. This means that emissions, and the changes
in emissions predicted under the two scenarios, will
tend to be concentrated in the vicinity of major point
sources. Again, while state-wide emissions changes
are used to scale SO, concentrations between the sce-
narios, these state-wide emission changes reflect the
controls placed on these individual point sources.
Therefore, the Project Team again considers the dis-
tribution of control to no-control ratios to be a rea-
sonable characterization of the aggregate results de-
spite the uncertainties associated with estimation of
changes at individual monitors.

Figure 9 provides a histogram of the predicted
control to no-control ratios for SO, which is similar
to the one presented for CO. The results indicate that,
on an overall basis, SO, concentrations were reduced
by about one-third. The histogram also shows a much
wider distribution of control to no-control ratios for
individual monitors than was projected for CO. This
result reflects the greater state to state variability in
SO, emission changes projected in this analysis. This
greater state to state variability in turn is a function of
the variable responses of SO, point sources to histori-
cal C control requirements.” This source-specific vari-
ability was not observed for CO because controls were
applied relatively uniformly on highway vehicles.

Figure 9. Frequency Distribution of Estimated Ratios-for

1990 Control to No-control Scenario 95th Percentile 1-

Hour Average SO, Concentrations, by Monitor.
300

8

Nut_gber of Monitors
8

[=]

0.05 0.25 045 °  0.65 0.85 1.05 1.25
Ratio of CAA:No-CAA 95th Percentile 1-Hour Average

Nitrogen Dioxide

Results for NO, are presented in Figure 10. These
results are similar to the results observed for CO, and
for a similar reason: the vast majority of change in
NO, emissions between the two scenarios is related
to control of highway vehicle emissions. While
baseline emissions of NO, from stationary sources may
be significant, these sources were subject to minimal
controls during the historical period of this analysis.
On an aggregated basis, overall NO, concentrations
are estimated to be roughly one-third lower under the
control scenario than under the no-control scenario.

3 Figure 9 indicates that six monitors were projected to have higher SO, concentrations for 1990 under the control scenario than
under the no-control scenario. All six of these monitors are located in Georgia, a state for which higher 1990 utility SO, emissions are
projected in the control scenario due to increased use of higher-sulfur coal. The projected increase in overall Georgia utility consump-
tion of higher sulfur coal under the control case is a result of increased competition for the low-sulfur southern Appalachian coal

projected to occur under the control scenario.
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Figure 10. Frequency Distribution of Estimated Ratios for
1990 Control to No-control Scenario 95th Percentile 1-
Hour Average NO, Concentrations, by Monitor.
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Particulate Matter

An indication of the difference in outcomes for
particulate matter between the two scenarios is pro-
vided by Figure 11. This graph shows the distribution
of control to no-control ratios for annual mean TSP in
1990 for those counties which both had particulate
monitors and a sufficient number of observations from
those monitors.”® While the distribution of results is
relatively wide, reflecting significant county to county

variability in ambient concentration, on a national .

aggregate basis particulate matter concentrations un-
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Figure 11. Frequency Distribution of Estimated Ratios for
1990 Control to No-control Annual Mean TSP Concentra-
tions, by Monitored County.
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der the control scenario were just over half the level
projected under the no-control scenario. The signifi-
cant county to county variability observed in this case
reflects point source-specific controls on particulate
matter precursors, especially SO,, and the effects of
long-range transport and transformation.

Ozone

Urban Ozone

Figure 12 presents a summary of the results of the
1990 OZIPM4 ozone results for all 147 of the mod-
eled urban areas. In this case, the graph depicts the
distribution of ratios of peak ozone concentrations
estimated for the control and no-control scenarios.
While the vast majority of simulated peak ozone con-
centration ratios fall below 1.00, eight urban areas
show lower simulated peak ozone for the no-control
scenario than for the control scenario. For these eight
urban areas, emissions of precursors were higher un-
der the no-control scenario; however, the high pro-
portion of ambient NO_ compared to ambient non-
methane organic compounds (NMOCSs) in these areas
results in a decrease in net ozone production in the
vicinity of the monitor when NO, emissions increase.?

Figure 12. Distribution of Estimated Ratios for 1990
Control to No-control OZIPM4 Simulated 1-Hour Peak
Ozone Concentrations, by Urban Area.
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% Given the relative importance of particulate matter changes to the bottom line estimate of CAA benefits, and the fact that a
substantial portion of the population lives in unmonitored counties, a methodology was developed to allow estimation of particulate
matter benefits for these unmonitored counties. This methodology was based on the use of regional air quality modeling to interpolate
between monitored counties. It is summarized in Appendix C and described in detail in the SAI PM Interpolation Report (1996).

¥ Over an unbounded geographic area, NO_reductions generally decrease net ozone production.
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Rural Ozone

Figures 13 and 14 present frequency distributions
for control to no-control ratios of average ozone-sea-
‘son daytime ozone concentrations at rural monitors
as simulated by SAQM and RADM, respectively.

Figure 13. Distribution of Estimated Ratios for 1990
Control to No-control SAQM Simulated Daytime Average

Ozone Concentrations, by SAQM Monitor.
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Both the RADM and SAQM results indicate rela-
tively little overall change in rural ozone concentra-
tions. This is primarily because reductions in ozone
precursor emissions were concentrated in populated
areas.

Acid Deposition

Figure 15 is a contour map showing the estimated
percent increase in sulfur deposition under the no-con-
trol scenario relative to the control scenario for 1990.
Figure 16 provides comparable information for nitro-
gen deposition.

Figure 14. Distribution of Estimated Ratios for 1990
Control to No-control RADM Simulated Daytime Average
Ozone Concentrations, by RADM Grid Cell.
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Figure 15. RADM-Predicted Percent Increase in Total
Sulfur Deposition (Wet + Dry) Under the No-control
Scenario.

These results show that acid deposition rates in-
crease significantly under the no-control scenario,
particularly in the Atlantic Coast area and in the vi-
cinity of states for which relatively large increases in
emissions are projected under the no-control scenario
(i.e., Kentucky, Florida, Michigan, Mississippi, Con-
necticut, and Florida).

In the areas associated with large increases in sul-
fur dioxide emissions, rates of sulfur deposition in-
crease to greater than or equal to 40 percent. The high
proportional increase in these areas reflects both the
significant increase in acid deposition precursor emis-
sions in upwind areas and the relatively low deposi-
tion rates observed under the control scenario.*®

Along the Atlantic Coast, 1990 nitrogen deposi-
tion rates increase by greater than or equal to 25 per-
‘cent under the no-control scenario. This is primarily
due to the significant increase in mobile source nitro-
gen oxide emissions along the major urban corridors
of the eastern seaboard.

“0 Even small changes in absolute deposmon can yield large percentage changes when initial absolute deposition is low. See

Appendix C for further discussion of this issue.
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Figure 16. RADM-Predicted Percent Increase in Total
Nitrogen Deposition (Wet + Dry) Under the No-
control Scenario.

Visibility

The difference in modeled 1990 control and
no-control scenario visibility conditions projected by
the RADM/EM for the eastern U.S. is depicted by the
contour map presented in Figure 17. This figure shows
the increase in modeled annual average visibility deg-
radation, in DeciView*' terms, for 1990 when mov-

Figure 17. RADM-Predicted Percent Increase in
Visibility Degradation, Expressed in DeciViews, for
Poor Visibility Conditions (90th Percentile) Under the
No-control Scenario. '

ing from the control to the no-control scenario. Since
the DeciView metric is based on perceptible changes
in visibility, these results indicate noticeable deterio-
ration of visibility in the eastern U.S. underthe no-
control scenario.

Visibility changes in 30 southwestern U.S. urban
areas were also estimated using emissions scaling tech-
niques. This analysis also found significant, percep-
tible changes in visibility between the two scenarios.
Details of this analysis, including the specific out-
comes for the 30 individual urban areas, are presented
in Appendix C.

Uncertainty in the Air Quality
Estimates

Uncertainty prevades the projected changes in air
quality presented in this study. These uncertainties
arise due to potential inaccuracies in the emissions
inventories used as air quality modeling inputs and
due to potential errors in the structure and parameter-
ization of the air quality models themselves. In addi-
tion, an important limitation of the present study is
the lack of available data and/or modeling results for
some pollutants in some regions of the country (e.g.,
visibility changes in western U.S. Class I areas such
as the Grand Canyon). The inability to provide com-
prehensive estimates of changes in air quality due to
the Clean Air Act creates a downward bias in the
monetary benefit estimates.

The most important specific sources of uncertainty
are presented in Table 5, and are described further in
Appendix C. While the list of potential errors pre-
sented in Table 5 is not exhaustive, it incorporates the
uncertainties with the greatest potential for contribut-
ing to error in the monetary benefit estimates. Over-
all, the uncertainties in the estimated change in air
quality are considered small relative to uncertainties
contributed by other components of the analysis.

4 The DeciView Haze Index (dV) is a relatively new visibility indicator aimed at measuring visibility changes in terms of human

perception. It is described in detail in Appendix C.
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Physical Effects

Human Health and Welfare
Effects Modeling Approach

This chapter identifies and, where possible, esti-
mates the principal health and welfare benefits en-
joyed by Americans due to improved air quality re-
sulting from the CAA. Health benefits have resulted
from avoidance of air pollution-related health effects,
such as premature mortality, respiratory illness, and
heart disease. Welfare benefits accrued where im-
proved air quality averted damage to measurable re-
sources, including agricultural production and visibil-
ity. The analysis of physical effects required a combi-
nation of three components: air quality, population,
and health or welfare effects. As structured in this
study, the 3-step process involved (1) estimating
changes in air quality between the control and no-con-
trol scenarios, (2) estimating the human populations
and natural resources exposed to these changed air
quality conditions, and (3) applying a series of con-
centration-response equations which translated
changes in air quality to changes in physical health
and welfare outcomes for the affected populations.

Air Quality

The Project Team first estimated changes in con-
centrations of criteria air pollutants between the con-
trol scenario, which at this step was based on histori-
cal air quality, and the no-control scenario. Air qual-
ity improvements resulting from the Act were evalu-
ated in terms of both their temporal distribution from
1970 to 1990 and their spatial distribution across the
48 conterminous United States. Generally, air pollu-
tion monitoring data provided baseline ambient air
quality levels for the control scenario. Air quality
modeling was used to generate estimated ambient con-
centrations for the no-control scenario. A variety of
modeling techniques was applied, depending on the
pollutant modeled. These modeling approaches and
results are summarized in Chapter 4 and presented in
detail in Appendix C.

Population

Health and some welfare benefits resulting from
air quality improvements were distributed to individu-
als in proportion to the reduction in exposure. Pre-
dicting individual exposures, then, was a necessary
step in estimating health effects. Evaluating exposure
changes for the present analysis required not only an
understanding of where air quality improved as a re-
sult of the CAA, but also how many individuals were
affected by varying levels of air quality improvements.
Thus, a critical component of the benefits analysis
required that the distribution of the U.S. population
nationwide be established.

Three years of U.S. Census data were used to rep-
resent the geographical distribution of U.S. residents:
1970, 1980, and 1990. Population data was supplied
at the census block group level, with approximately
290,000 block groups nationwide. Allocating air qual-
ity improvements to the population for the other tar-
get years of this study — 1975 and 1985 - necessitated
interpolation of the three years of population data.
Linear interpolation was accomplished for each block
group in order to maintain the variability in growth
rates throughout the country.

Health and Welfare Effects

Benefits attributable to the CAA were measured
in terms of the avoided incidence of physical health
effects and measured welfare effects. To quantify such
benefits, it was necessary to identify concentration-
response relationships for each effect being consid-
ered. As detailed in Appendix D, such relationships
were derived from the published science literature. In
the case of health effects, concentration-response func-
tions combined the air quality improvement and popu-
lation distribution data with estimates of the number
of fewer individuals that suffer an adverse health ef-
fect per unit change in air quality. By evaluating each
concentration-response function for every monitored
location throughout the country, and aggregating the
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resulting incidence estimates, it was possible to gen-
erate national estimates of incidence under the con-
trol and no-control scenarios.

In performing this step of the analysis, the Project
Team discovered that it was impossible to estimate
all of the health and welfare benefits which have re-
sulted from the Clean Air Act. While scientific infor-
mation was available to support estimation of some
effects, many other important health and welfare ef-
fects could not be estimated. Furthermore, even though
some physical effects could be quantified, the state of
the science did not support assessment of the economic
value of all of these effects. Table 6 shows the health
effects for which quantitative analysis was prepared,
as well as some of the health effects which could not
be quantified in the analysis. Table 7 provides similar
information for selected welfare effects.

While the 3-step analytical process described
above was applied for most pollutants, health effects
for lead were evaluated using a different methodol-
ogy. Gasoline as a source of lead exposure was ad-
dressed separately from conventional point sources.
Instead of using ambient concentrations of lead re-
sulting from use of leaded gasoline, the concentra-
tion-response functions linked changes in lead releases
directly to changes in the population’s mean blood
lead level. The amount of leaded gasoline used each
year was directly related to mean blood lead levels
using a relationship described in the 1985 Lead Regu-
latory Impact Analysis (U.S. EPA, 1985). Health ef-
fects resulting from exposure to point sources of at-
mospheric lead, such as industrial facilities, were con-
sidered using the air concentration distributions mod-
eled around these point sources. Concentration-re-
sponse functions were then used to estimate changes
in blood lead levels in nearby populations.

Most welfare effects were analyzed using the same
basic 3-step process used to analyze health effects,
with one major difference in the concentration-re-
sponse functions used. Instead of quantifying the re-
lationship between a given air quality change and the
number of cases of a physical outcome, welfare ef-
fects were measured in terms of the avoided resource

losses. An example is the reduction in agricultural crop -

losses resulting from lower ambient ozone concentra-
tions under the control scenario. These agricultural

benefits were measured in terms of net economic sur-
plus.

Another important welfare effect is the benefit
accruing from improvements in visibility under the
control scenario. Again, a slightly different method-
ological approach was used to evaluate visibility im-
provements. Visibility changes were a direct output
of the models used to estimate changes in air qual-
ity.*? The models provided estimates of changes in
light extinction, which were then translated mathemati-
cally into various specific measures of perceived vis-
ibility change.*® These visibility change measures were
then combined with population data to estimate the
economic value of the visibility changes. Other wel-
fare effects quantified in terms of avoided resource
losses include household soiling damage by PM, j and
decreased worker productivity due to ozone exposure.
The results of the welfare effects analysis are found
in Chapter 6 and in Appendices D and E

Because of a lack of available concentration-re-
sponse functions (or a lack of information concerning
affected populations), ecological effects were not
quantified for this analysis. However, Appendix E
provides discussion of many of the important ecologi-
cal benefits which may have accrued due to historical
implementation of the CAA.

Key Analytical Assumptions

Several important analytical assumptions affect
the confidence which can be placed in the results of
the physical effects analysis. The most important of
these assumptions relate to (a) mapping of potentially
exposed populations to the ambient air quality moni-
toring network, (b) choosing among competing scien-
tific studies in developing quantitative estimates of
physical effects, (c) quantifying the contribution to
analytical uncertainty of within-study variances in
effects estimates and, perhaps most important in the
context of the present study, (d) estimating particu-
late matter-related mortality based on the currently
available scientific literature.

Because these resultant uncertainties were caused
by the inadequacy of currently available scientific in-
formation, there is no compelling reason to believe

2 These models, and the specific visibility changes estimated by these models, are described in summary fashion in the previous

chapter and are discussed in detail in Appendix C.

4 These visibility measures are described in Appendix C.
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Table 7. Selected Wi

Pollutant

Ozone

Particulate Matter/ -
TSP/ Sulfates h

Nitrogen Oxides .

Sulfur Dioxide

that the results of the present analysis are biased in a
particular direction. Some significant uncertainties,
however, may have arisen from interpretation of model
results, underlying data, and supporting scientific stud-
ies. These assumptions and uncertainties are charac-
terized in this report to allow the reader to understand
the degree of uncertainty and the potential for mises-
timation of results. In addition, the overall results are
presented in ranges to reflect the aggregate effect of
uncertainty in key variables. A quantitative assessment
of some of the uncertainties in the present study is
presented in Chapter 7. In addition, the key uncertain-
ties in the physical effects modeling step of this analy-
sis are summarized in Table 12 at the end of this chap-
ter. The remainder of this section discusses each of
the four critical modeling procedures and associated
assumptions.

Mapping Populations to Monitors

The Project Team’s method of calculating ben-
efits of air pollution reductions required a correlation
of air quality data changes to exposed populations.

For pollutants with monitor-level data (i.e., SOZ, 03,
NO,, CO), it was assumed that all individuals were
exposed to air quality changes estimated at the near-
est monitor. For PM , historical air quality data were
available at the county level. All individuals residing
in a county were assumed to be exposed to that
county’s PM,  air quality.*

Many counties did not contain particulate matter
air quality monitors or did not have a sufficient num-
ber of monitor observations to provide reliable esti-
mates of air quality. For those counties, the Project
Team conducted additional analyses to estimate PM
air quality changes during the study period. For coun-
ties in the eastern 31 states, the grid cell-specific sul-
fate particle concentrations predicted by the RADM
model were used to provide a scaled interpolation
between monitored counties.*’ For counties outside
the RADM domain, an alternative method based on
state-wide average concentrations was used. With this
supplemental analysis, estimates were developed of
the health effects of the CAA on almost the entire
continental U.S. population.®® Compliance costs in-

4 In some counties and in the early years of the study period, particulate matter was monitored as TSP rather than as PM
cases, PM,; was estimated by applying TSP:PM,, ratios derived from historical data. This methodology is described in Appen

In thgse i
#C.

4 The specific methodology is described in detail in Appendix C.

“ While this modeling approach captures the vast majority of the U.S. population, it does not model exposure for everyone. To
improve computational efficiency, those grid cells with populations less than 500 were not modeled; thus, the analysis covered

somewhat more than 97 percent of the population.
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curred in Alaska and Hawaii were included in this
study, but the benefits of historical air pollution re-
ductions were not. In addition, the CAA yielded ben-
efits to Mexico and Canada that were not captured in
this study.

Air quality monitors are more likely to be found
in high pollution areas rather than low-pollution ar-
eas. Consequently, mapping population to the nearest
monitor regardless of the distance to that monitor al-
most certainly results in an overstatement of health
impacts due to air quality changes for those popula-
tions. The Project Team conducted a sensitivity analy-
sis to illustrate the importance of the “mapping to near-
est monitor” assumption. For comparison to the base
case, which-modeled exposure for the 48 state popu-
lation, Table 8 presents the percentage of the total 48-
state population covered in the “50 km” sensitivity
scenario. For most pollutants in most years, 25 per-
cent or more of the population resided more than 50
km from an air quality monitor (or in a county with-
out PM, monitors). Estimated health benefits are ap-
proximately linear to population covered — that is, if
the population modeled for a pollutant in a given year
in the sensitivity analysis is 25 percent smaller than
the corresponding population modeled in the base case,
then estimated health benefits are reduced by roughly
25 percent in the sensitivity case. This sensitivity
analysis demonstrates that limiting the benefits analy-
sis to reflect only those living within 50 km of a moni-
tor or within a PM-monitored county would lead to a
substantial underestimate of the historical benefits of
the CAA. Since these alternative results may have led
to severely misleading comparisons of the costs and
benefits of the Act, the Project Team decided to adopt
the full 48-state population estimate as the central case
for this analysis despite the greater uncertainties and
potential biases associated with estimating exposures
from distant monitoring sites.

Choice of Study

The Project Team relied on the most recent avail-
able, published scientific literature to ascertain the

" relationship between air pollution and human health

and welfare effects. The choice of studies, and the
uncertainties underlying those studies, also created
uncertainties in the results. For example, to the extent
the published literature may collectively overstate the
effects of pollution, EPA’s analysis will overstate the
effects of the CAA. Such outcomes may occur be-
cause scientific research which fails to find signifi-
cant relationships is less likely to be published than
research with positive resuits. On the other hand, his-
tory has shown that it is highly likely that scientific
understanding of the effects of air pollution will im-
prove in the future, resulting in discovery of previ-
ously unknown effects. Important examples of this
phenomenon are the substantial expected health and
welfare benefits of reductions in lead and ambient
particulate matter, both of which have been shown in
recent studies to impose more severe effects than sci-
entists previously believed. To the extent the present
analysis misses effects of air pollution that have not
yet been subject to adequate scientific inquiry, the
analysis may understate the effects of the CAA.

For some health endpoints, the peer-reviewed sci-
entific literature provides multiple, significantly dif-
fering alternative CR functions. In fact, it is not un-
usual for two equally-reputable studies to differ by a
factor of three or four in implied health impact. The
difference in implied health effects across studies can
be considered an indication of the degree of scientific
uncertainty associated with measurement of that health.
effect. Where more than one acceptable study was
available, the Project Team used CR functions from
all relevant studies to infer health effects. That is, the
health effect implied by each study is reported (see
Appendix D), and a range of reported results for a
particular health endpoint can be interpreted as a mea-
sure of the uncertainty of the estimate.

Variance Within Studies

Even where only one CR function was available
for use, the uncertainty associated with application of
that function to estimate physical outcomes can be
evaluated quantitatively. Health effects studies pro-
vided “best estimates” of the relationship between air
quality changes and health effects, and a measure of
the statistical uncertainty of the relationship. In this
analysis, the Project Team used simulation modeling
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techniques to evaluate the overall uncertainty of the
results given uncertainties within individual studies,
across studies examining a given endpoint, and in the
economic valuation coefficients applied to each end-
point. The analysis estimating aggregate quantitative
uncertainty is presented in Chapter 7.

PM-Related Mortality

The most serious human health impact of air pol-
lution is an increase in incidences of premature mor-
tality. In the present study, excess premature mortal-
ity is principally related to increased exposure to lead
(Pb)*? and to particulate matter (PM) and associated
non-Pb criteria pollutants.*® With respect to PM, a
substantial body of published health science literature
recognizes a correlation between elevated PM con-
centrations and increased mortality rates. However,
there is a diversity of opinion among scientific ex-
perts regarding the reasonableness of applying these
studies to derive quantitative estimates of premature
mortality associated with exposure to PM. While 19
of 21 members of the Science Advisory Board Clean
Air Act Scientific Advisory Committee agree that
present evidence warrants concern and implementa-
tion of a fine particle (PM, ,) standard to supplement
the PM, standard, they also point out that the causal
mechanism has not been clearly established.

For the purposes of the present study, the Project
Team has concluded that the well-established corre-
lation between exposure to elevated PM and prema-
ture mortality is sufficiently compelling to warrant an
assumption of a causal relationship and derivation of
quantitative estimates of a PM-related premature mor-
tality effect. In addition to the assumption of causal-
ity, a number of other factors contribute to uncertainty
in the quantitative estimates of PM-related mortality.*
First, although there is uncertainty regarding the shape
of the CR functions derived from the epidemiological
studies, the present analysis assumes the relationship
to be linear throughout the relevant range of expo-
sures. Second, there is significant variability among
the underlying studies which may reflect, at least in
part, location-specific differences in CR functions.
Transferring CR functions derived from one or more
specific locations to all other locations may contrib-

ute significantly to uncertainty in the effect estimate.
Third, a number of potentially significant biases and
uncertainties specifically associated with each of the
two types of PM-related mortality study further con-
tribute to uncertainty. The remainder of this section
discusses these two groups of studies and their atten-
dant uncertainties and potential biases. (See Appen-
dix D for a more complete discussion of these studies
and their associated uncertainties.)

Short-Term Exposure Studies

Many of the studies examining the relationship
between PM exposure and mortality evaluate changes
in mortality rates several days after a period of el-
evated PM concentrations. In general, significant cor-
relations have been found. These “short-term expo-
sure” or “episodic” studies are unable to address two
important issues: (1) the degree to which the observed
excess mortalities are “premature,” and (2) the degree
to which daily mortality rates are correlated with long-
term exposure to elevated PM concentrations (i.e.,
exposures over many years rather than a few days).

Because the episodic mortality studies evaluate
the mortality rate impact only a few days after a high-
pollution event, it is likely that many of the “excess
mortality” cases represented individuals who were
already suffering impaired health, and for whom the
high-pollution event represented an exacerbation of
an already serious condition. Based on the episodic
studies only, however, it is unknown how many of the
victims would have otherwise lived only a few more
days or weeks, or how many would have recovered to
enjoy many years of a healthy life in the absence of
the high-pollution event. For the purpose of cost-ben-
efit analysis, it can be important to determine whether
a pollution event reduces the average lifespan by sev-
eral days or by many years. Although the episodic
mortality studies do not provide an estimate of the
expected life years lost (nor do they address the health
status of victims), some have evaluated the age of the
excess premature mortality cases, and have estimated
that 80 to 85 percent of the victims are age 65 or older.

In addition to causing short-term health problems,
air pollution (measured by elevated annual PM con-

4 Detailed information on methods, sources, and results of the Pb mortality analysis are presented in Appendix G.

48 PM concentrations are highly correlated with concentrations of other criteria pollutants. It is difficult to determine which
pollutant is the causative factor in elevated mortality rates. In this study, the Project Team has used PM as a surrogate for a mix of

criteria pollutants.

4 It should also be noted that some of the morbidity studies, most notably the PM/chronic bronchitis epidemiological studies,

involve many of the same uncertainties.
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centrations) can cause longer-term health problems
that may lead to premature mortality. Such long-term
changes in susceptibility to premature mortality in the
future will be missed by efforts to correlate prema-
ture mortalities with near-term episodes of elevated
pollution concentrations. Consequently, excess pre-
mature mortality estimates based on the results of the
“episodic” mortality studies will underestimate the
effect of long-term elevated pollution concentrations
on mortality rates.

Long-Term Exposure Studies

The other type of PM-related mortality study in-
volves examination of the potential relationship be-
tween long-term exposure to PM and annual mortal-
ity rates. These studies are able to avoid some of the
weaknesses of the episodic studies..In particular, by
investigating changes in annual (rather than daily)
mortality rates, the long-term studies do not predict
most cases of excess premature mortality where mor-
tality is deferred for only a few days; also, the long-
term studies are able to discern changes in mortality
rates due to long-term exposure to elevated air pollu-
tion concentrations. Additionally, the long-term ex-
posure studies are not limited to measuring mortali-
ties that occur within a few days of a high-pollution
event. Consequently, use of the results of the long-
term studies is likely to result in a more complete as-
sessment of the effect of air pollution on mortality
risk.

The long-term exposure studies, however, have
some significant limitations and potential biases. Al-
though studies that are well-executed attempt to con-
trol for those factors that may confound the results of
the study, there is always the possibility of insuffi-
cient or inappropriate adjustment for those factors that
affect long-term mortality rates and may be con-
founded with the factor of interest (e.g., PM concen-
trations). Prospective cohort studies have an advan-
tage over ecologic, or population-based, studies in that
they gather individual-specific information on such
important risk factors as smoking. It is always pos-
sible, however, that a relevant, individual-specific risk
factor may not have been controlled for or that some
factor that is not individual-specific (e.g., climate) was
not adequately controlled for. It is therefore possible
that differences in mortality rates that have been as-
cribed to differences in average PM levels may be due,
in part, to some other factor or factors (e.g., differ-
ences among communities in diet, exercise, ethnicity,

climate, industrial effluents, etc.) that have not been
adequately controlled for.

Another source of uncertainty surrounding the
prospective cohort studies concerns possible histori-
cal trends in PM concentrations and the relevant pe-
riod of exposure, which is as yet unknown. TSP con-
centrations were substantially higher in many loca-
tions for several years prior to the cohort studies and
had declined substantially by the time these studies
were conducted. If this is also true for PM, , and PM
it is possible that the larger PM coefficients reported
by the long-term exposure studies (as opposed to the
short-term exposure studies) reflect an upward bias.
If the relevant exposure period extends over a decade
or more, then a coefficient based on PM concentra-
tions at the beginning of the study or in those years
immediately prior to the study could be biased up-
ward if pollution levels had been decreasing mark-
edly for a decade or longer prior to the study.

On the other hand, if a downward trend in PM
concentrations continued throughout the period of the
study, and if a much shorter exposure period is rel-
evant (e.g., contained within the study period itself),
then characterizing PM levels throughout the study
by those levels just prior to the study would tend to
bias the PM coefficient downward. Suppose, for ex-
ample, that PM levels were converging across the dif-
ferent study locations over time, and in particular, into
the study period. (That is, suppose PM levels were
decreasing over time, but decreasing faster in the high-
PM locations than in the low-PM locations, so that at
the beginning of the study period the interlocational
differences in PM concentrations were smaller than
they were a decade earlier.) Suppose also that the rel-
evant exposure period is about one year, rather than
many years. The Pope study characterizes the long-
term PM concentration in each of the study locations
by the median PM concentration in the location dur-
ing the five year period 1979-1983. Study subjects
were followed, however, from 1982 through 1989. If
the difference in median PM concentrations across the
50 study locations during the period 1979-1983 was
greater than the difference during the period 1983-
1988, and if it is PM levels during the period 1983-
1988 that most affect premature mortality during the
study period (rather than PM levels during the period
1979-1983), then the study would have attributed
interlocational differences in mortality to larger
interlocational differences in PM concentrations than
were actually relevant. This would result in a down-
ward bias of the PM coefficient estimated in the study.
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The relevant exposure period is one of a cluster
of characteristics of the mortality-PM relationship that
are as yet unknown and potentially important. It is
also unknown whether there is a time lag in the PM
effect. Finally, it is unknown whether there may be
cumulative effects of chronic exposure — that is,
whether the relative risk of mortality actually increases
as the period of exposure increases.

Three recent studies have examined the relation-
ship between mortality and long-term exposure to PM:
Pope et al. (1995), Dockery et al. (1993), and Abbey
et al. (1991). The Pope et al. study is considered a
better choice of long-term exposure study than either
of the other two studies. Pope et al. examined a much
larger population and many more locations than ei-
ther the Dockery study or the Abbey study. The
Dockery study covered only six cities. The Abbey
study covered a cohort of only 6,000 people in Cali-
fornia. In particular, the cohort in the Abbey study
was considered substantially too small and too young
to enable the detection of small increases in mortality
risk, The study was therefore omitted from consider-
ation in this analysis. Even though Pope et al. (1995)
reports a smaller premature mortality response to el-
evated PM than Dockery et al. (1993), the results of
the Pope study are nevertheless consistent with those
of the Dockery study.

Pope et al., (1995) is also unique in that it fol-
lowed a largely white and middle class population,
decreasing the likelihood that interlocational differ-
ences in premature mortality were attributable to dif-
ferences in socioeconomic status or related factors.
Furthermore, the generally lower mortality rates and
possibly lower exposures to pollution among this
group, in comparison to poorer minority populations,
would tend to bias the PM coefficient from this study
downward, counteracting a possible upward bias as-
sociated with historical air quality trends discussed
above.

Another source of downward bias in the PM co-
efficient in Pope et al., (1995) is that intercity move-
ment of cohort members was not considered. Migra-
tion across study cities would result in exposures of
cohort members being more similar than would be
indicated by assigning city-specific annual average
pollution levels to each member of the cohort. The
more intercity migration there is, the more exposure
will tend toward an intercity mean. If this is ignored,
differences in exposure levels, proxied by differences
in city-specific annual average PM levels, will be ex-

aggerated, resulting in a downward bias of the PM
coefficient. This is because a given difference in mor-
tality rates is being associated with a larger difference
in PM levels than is actually the case.

An additional source of uncertainty in the Pope et
al., study arises from the PM indicator used in the
study. The Pope et al. study examined the health ef-
fects associated with two indices of PM exposure;
sulfate particles and fine particles (PM, ). The PM,
relationship is used in this analysis because it is more
consistent with the air quality data selected for this
analysis (PM, ). Because we use a PM, ; mortality re-
lationship, air quality profiles were developed from
the PM, | profiles generated for the entire 20 year pe-
riod. The same regional information about the PM
components (sulfate, nitrate, organic particulate and
primary particulate) used to develop the PM  profiles
was used to develop regional PM, /PM | ratios. Al-
though both urban and rural ratios are available, for
computational simplicity, only the regional urban ra-
tios were used to estimate the PM, , profiles from the
PM,, profiles used in the analysis. This reflects the
exposure of the majority of the modeled population
(i.e., the urban population), while introducing some
error in the exposure changes for the rural popula-
tion. In the east and west, where the rural ratio is larger
than the urban ratio, the change in PM, , exposure will
be underestimated for the rural population. In the cen-
tral region the PM, . change will be overestimated.
These ratios were used in each year during 1970-1990,
introducing another source of uncertainty in the analy-
sis.

After considering the relative advantages and dis-
advantages of the various alternative studies available
in the peer-reviewed literature, the Project Team de-
cided that the long-term exposure studies were pref-
erable for the purposes of the present study, primarily
because the long-term exposure studies appear to pro-
vide a more comprehensive estimate of the premature
mortality incidences attributable to PM exposure.
Among the long-term exposure studies, the Pope et
al., (1995) study appears more likely to mitigate a key
source of potential confounding. For these reasons,
the CR function estimated in Pope et al., (1995) is
considered the most reasonable choice for this analy-
sis and is utilized in spite of the several important re-
sidual uncertainties and potential biases which are sub-
sequently reflected in the PM-related mortality effect
estimate.
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Health Effects Modeling Results

This section provides a summary of the differences
in health effects estimated under the control and no-
control scenarios. Because the differences in air qual-
ity between the two scenarios generally increased from
1970 to 1990, and the affected population grew larger
during that period, the beneficial health effects of the
CAA increased steadily during the 1970 to 1990 pe-
riod. More detailed results are presented in Appendix
D.

Avoided Premature Mortality Estimates

The Project Team determined that, despite their
limitations, the long-term particulate matter exposure
studies provided the superior basis for estimating
mortality effects for the purpose of benefit-cost analy-
sis. Three prospective cohort studies were identified
(Pope et al. (1995), Dockery et al. (1993), and Abbey
et al. (1991)), although the Abbey study was omitted
from consideration because the cohort in that study
was considered insufficient to allow the detection of
small increases in mortality risk. Exposure-response
relationships inferred from the Pope et al. study were
used in the health benefits model to estimate avoided
mortality impacts of the CAA. The Pope et al. study
was selected because it is based on a much larger popu-
lation and a greater number of communities (50) than
is the six-city Dockery et al. Study. The results of the
Pope et al. are consistent with those of the other study,
and are consistent with earlier ecological population
mortality studies. See Appendix D for additional dis-
cussion of the selection of mortality effects studies.

Table 9 presents estimated avoided excess pre-
mature mortalities for 1990 only, with the mean esti-
mate and 90 percent confidence interval. See Appen-
dix D for more detail on results implied by individual
epidemiological studies, and on the temporal pattern
of impacts.® The model reports a range of results for
each health endpoint. Here, the fifth percentile, mean,
and ninety-fifth percentile estimates are used to char-
acterize the distribution. The total number of avoided
cases of premature mortality due to reduced exposure
to lead (Pb) and particulate matter are presented. Ad-
ditionally, avoided mortality cases are listed by age
cohort of those who have avoided premature mortal-
ity in 1990, along with the expected remaining lifespan
(in years) for the average person in each age cohort.
The average expected remaining lifespan across all

age groups is also indicated. These averages might be
higher if data were available for PM-related mortality
in the under 30 age group and for Pb-related mortality
in the 5-39 age group.

Non-Fatal Health Impacts

The health benefits model reports non-fatal health
effects estimates similarly to estimates of premature
mortalities: as a range of estimates for each quanti-
fied health endpoint, with the range dependent on the
quantified uncertainties in the underlying concentra-
tion-response functions. The range of results for 1990
only is characterized in Table 10 with fifth percentile,
mean, and ninety-fifth percentile estimates. All esti-
mates are expressed as thousands of new cases avoided
in 1990. “Lost IQ Points” represent the aggregate num-
ber of points (in thousands) across the population af-
fected by lead concentrations in 1990. All “Hospital
Admissions” estimates are in thousands of admissions,
regardless of the length of time spent in the hospital.
“Shortness of breath” is expressed as thousands of

% Earlier years are estimated to have had fewer excess premature mortalities.
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Table 10. Criteria Pollut
Incidence (thousands of cases

Endpoint :

Chronic Bronchitis, -
Lost1Q Points
Q<70 ;
Hy pertension - s
Chronic Heart Disease. ¢
Atherothrom botic braini iif
Initial cerebrovascalar accid
Hospital Admissio

All Respiratory
COPD + Preumoni

Upper &':LBW.Rgsp :
Any of 19 Acme._s'_j_mi

Work Lass Days (WED)
The following additicnal wel
damage, visibility,
surplus)

days: that is, one “case” represents one child experi-
encing shortness of breath for one day. Likewise, “Re-
stricted Activity Days” and “Work Loss Days” are
expressed in person-days.

Other Physical Effects

Human health impacts of criteria pollutants domi-
nate quantitative analyses of the effects of the CAA,
in part because the scientific bases for quantifying air
quality and physical effect relationships are most ad-
vanced for health effects. The CAA yielded other ben-
efits, however, which are important even though they
were sometimes difficult or impossible to quantify
fully given currently available scientific and applied
economic information.

Ecological Effects

The CAA yielded important benefits in the form
of healthier ecological resources, including: stream,

river, lake and estuarine ecosystems; forest and wet-
land ecosystems; and agricultural ecosystems. These
benefits are important because of both the intrinsic
value of these ecological resources and the intimate
linkage between human health and the health and vi-
tality of our sustaining ecosystems. Given the com-
plexity of natural and agricultural ecosystems and the
large spatial and temporal dimensions involved, it has
been difficult or impossible to quantify benefits fully
given currently available scientific and applied eco-
nomic information.

Aquatic and Forest Effects

Beyond the intrinsic value of preserving natural
aquatic (i.e., lakes, streams, rivers, and estuaries), ter-
restrial (i.e., forest and grassland), and wetland eco-
systems and the life they support, protection of eco-
systems from the adverse effects of air pollution can
yield significant benefits to human welfare. The his-
torical reductions in air pollution achieved under the
CAA probably led to significant improvements in the
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health of ecosystems and the myriad ecological ser-
vices they provide. Reductions in acid deposition (SO,
and NO,) and mercury may have reduced adverse ef-
fects on aquatic ecosystems, including finfish, shell-
fish, and amphibian mortality and morbidity, reduced
acidification of poorly buffered systems, and reduced
eutrophication of estuarine systems. Ecological pro-
tection, in turn, can enhance human welfare through
improvements in commercial and recreational fishing,
wildlife viewing, maintenance of biodiversity, im-
provements in drinking water quality, and improve-
ments in visibility.

Wetlands ecosystems are broadly characterized as
transitional areas between terrestrial and aquatic sys-
tems in which the water table is at or near the surface
or the land is periodically covered by shallow water.
Valuable products and services of wetlands include:
flood control, water quality protection and improve-
ment, fish and wildlife habitat, and landscape and bio-
logical diversity. High levels of air pollutants have
the potential to adversely impact wetlands. Reductions
of these pollutants due to compliance with the CAA
have reduced the adverse effects of acidification and
eutrophication of wetlands, which in turn has protected
habitat and drinking water quality.

Forest ecosystems, which cover 33 percent of the
land in the United States, provide an extensive array
of products and services to humans. Products include
lumber, plywood, paper, fuelwood, mulch, wildlife
(game), water (quality), seeds, edible products (e.g.,
nuts, syrup), drugs, and pesticides. Forest services
include recreation, biological and landscape diversity,
amenity functions (e.g., urban forest), reduced runoff
and erosion, increased soil and nutrient conservation,
pollutant sequestration (e.g., CO,, heavy metals) and
pollutant detoxification (e.g., organochlorines). The
greatest adverse effect on forest systems are imposed
by ozone. No studies have attempted to quantify the
economic benefits associated with all product and ser-
vice functions from any U.S. forest. Some studies have
attempted to estimate the net economic damage from
forest exposure to air pollutants by calculating hypo-
thetical or assumed reductions in growth rates of com-
mercial species. While quantification of forest dam-
ages remains incomplete, available evidence suggests
that recreational, service, and non-use benefits may
be substantial.

For a more comprehensive discussion of the pos-
sible ecological effects of the CAA, see Appendix E.

Quantified Agricultural Effects

Quantification of the effects of the CAA on agri-
culture was limited to the major agronomic crop spe-
cies including barley, corn, soybeans, peanuts, cotton,
wheat, and sorghum. These species account for 70
percent of all cropland in the U.S., and 73 percent of
the nation’s agricultural receipts. Ozone is the primary
pollutant affecting agricultural production. Nationwide
crop damages were estimated under the control and
no-control scenarios. Net changées in economic sur-
plus (in 1990 dollars) annually and as a cumulative
present value (discounted at 5%) over the period 1976-
1990 were estimated. Positive surpluses were exhib-
ited in almost all years and were the result of the in-
crease in yields associated with decreased ozone con-
centrations under the control scenario. The present
value (in 1990) of the estimated agricultural benefits
of the CAA ranges from $7.8 billion in the minimum
response case to approximately $37 billion in the
maximum response case® (note that discounting 1976-
1990 benefits to 1990 amounts to a compounding of
benefits). Exposure-response relationships and culti-
var mix reflect historical patterns and do not account
for possible substitution of more ozone-resistant cul-
tivars in the no-control scenario. Thus, the upper end
of the range of benefit calculations may overestimate
the actual agricultural benefits of the CAA with re-
spect to these crops. Because numerous crops are ex-
cluded from the analysis, including high value crops
that may be sensitive to ozone, the lower end of the
range is not likely to fully capture the agricultural
benefits of reductions in ozone.

Effects of Air Toxics

In addition to control of criteria pollutants, the
Clean Air Act resulted in control of some air toxics
— defined as non-criteria pollutants which can cause
adverse effects to human health and to ecological re-
sources. Control of these pollutants resulted both from
incidental control due to criteria pollutant programs
and specific controls targeted at air toxics through the
National Emission Standards for Hazardous Air Pol-
lutants (NESHAPs) under Section 112 of the Act.

Air toxics are capable of producing a wide vari-
ety of effects. Table 11 presents the range of potential
human health and ecological effects which can occur
due to air toxics exposure. For several years, the pri-
mary focus of risk assessments and control programs
designed to reduce air toxics has been cancer. Accord-

5t Ranges reflect usage of alternate exposure-response functions.
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Table 11. Health and Welf:

Effect Category posf
Human Health

Human Welfare : f o

Ecological

Other Welfare

ing to present EPA criteria, there are over 100 known
or suspected carcinogens. EPA’s 1990 Cancer Risk
study indicated that as many as 1,000 to 3,000 can-
cers annually may be attributable to the air toxics for
which assessments were available (virtually all of this
estimate came from assessments of about a dozen well-
studied pollutants).s

In addition to cancer, these pollutants can cause a
wide variety of health effects, ranging from respira-
tory problems to reproductive and developmental ef-
fects. There has been considerably less work done to
assess the magnitude of non-cancer effects from air
toxics, but one survey study has shown that some pol-
lutants are present in the atmosphere at reference lev-
els that have caused adverse effects in animals.>

Emissions of air toxics can also cause adverse
health effects via non-inhalation exposure routes. Per-

sistent bioaccumulating pollutants, such as mercury
and dioxins, can be deposited into water or soil and
subsequently taken up by living organisms. The pol-
lutants can biomagnify through the food chain and
exist in high concentrations when consumed by hu-
mans in foods such as fish or beef. The resulting ex-
posures can cause adverse effects in humans, and can
also disrupt ecosystems by affecting top food chain
species.

Finally, there are a host of other potential eco-
logical and welfare effects associated with air toxics,
for which very little exists in the way of quantitative
analysis. Toxic effects of these pollutants have the
potential to disrupt both terrestrial and aquatic eco--
systems and contribute to adverse welfare effects such
as fish consumption advisories in the Great Lakes.>

52 .8. EPA, Cancer Risk from-Outdoor Exposure to Air Toxics. EPA-450/1-90-004f. Prepared by EPA/OAR/OAQPS.
$U.S. EPA, “Toxic Air Pollutants and Noncancer Risks: Screening Studies,” External Review Draft, September, 1990.

$U.S. EPA, Office of Air Quality Planning and Standards. “Deposition of Air Pollutants to the Great Waters, First Report to
Congress,” May 1994, EPA-453/R-93-055.
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Unfortunately, the effects of air toxics emissions
reductions could not be quantified for the present
study. Unlike criteria pollutants, there was relatively
little monitoring data available for air toxics, and that
which exists covered only a handful of pollutants.
Emissions inventories were very limited and incon-
sistent, and air quality modeling has only been done
for a few source categories. In addition, the scientific
literature on the effects of air toxics was generally
much weaker than that available for criteria pollut-
ants.

Limitations in the underlying data and analyses
of air toxics led the Project Team to exclude the avail-
able quantitative results from the primary analysis of
CAA costs and benefits. The estimates of cancer inci-
dence benefits of CAA air toxics control which were
developed, but ultimately rejected, are presented in
Appendix H. Also found in Appendix H is a list of
research needs identified by the Project Team which,
if met, would enable at least a partial assessment of
air toxics benefits in future section 812 studies.

Uncertainty In The Physical Effects
Estimates

As discussed above, and in greater detail in Ap-
pendix D, a number of important assumptions and
uncertainties in the physical effects analysis may in-
fluence the estimate of monetary benefits presented
in this study. Several of these key uncertainties, their
potential directional bias, and the potential signifi-
cance of this uncertainty for the overall results of the
analysis are summarized in Table 12.
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Estimation of PMzs from
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Economic Valuation

Estimating the reduced incidence of physical ef-
fects represents a valuable measure of health benefits
for individual endpoints; however, to compare or ag-
gregate benefits across endpoints, the benefits must
be monetized. Assigning a monetary value to avoided
incidences of each effect permits a summation, in terms
of dollars, of monetized benefits realized as a result
of the CAA, and allows that summation to be com-
pared to the cost of the CAA.

For the present analysis of health and welfare ben-
efits, valuation estimates were obtained from the eco-
nomic literature, and are reported in dollars per case
reduced for health effects and dollars per unit of
avoided damage for welfare effects.® Similar to esti-
mates of physical effects provided by health studies,
each of the monetary values of benefits applied in this
analysis is reported in terms of a mean value and a
probability distribution around the mean estimate. The
statistical form of the probability distribution used for
the valuation measures varies by endpoint. For ex-
ample, while the estimate of the dollar value of an
avoided premature mortality is described by the
Weibull distribution, the estimate for the value of a
reduced case of acute bronchitis is assumed to be uni-
formly distributed between a minimum and maximum
value.

Methods for Valuation of Health
and Welfare Effects

In environmental benefit-cost analysis, the dollar
value of an environmental benefit (e.g., a health-re-
lated improvement in environmental quality) conferred
on a person is the dollar amount such that the person
would be indifferent between having the environmen-
tal benefit and having the money. In some cases, this
value is measured by studies which estimate the dol-
lar amount required to compensate a person for new
or additional exposure to an adverse effect, Estimates
derived in this manner are referred to as “willingness-
to-accept” (WTA) estimates. In other cases, the value
of a welfare change is measured by estimating the
amount of money a person is willing to pay to elimi-
nate or reduce a current hazard. This welfare change
concept is referred to as “willingness-to-pay” (WTP).

For small changes in risk, WTP and WTA are virtu-
ally identical, primarily because the budget constraints
normally associated with expressions of WTP are not
significant enough to drive a wedge between the esti-
mates. For larger risk changes, however, the WTP and
WTA values may diverge, with WTP normally being
less than WTA because of the budget constraint ef-
fect. While the underlying economic valuation litera-
ture is based on studies which elicited expressions of
WTP and/or WTA, the remainder of this report refers
to all valuation coefficients as WTP estimates. In some
cases (e.g., stroke-related hospital admissions), nei-
ther WTA nor WTP estimates are available and WTP
is approximated by cost of illness (COI) estimates, a
clear underestimate of the true welfare change since
important value components (e.g., pain and suffering
associated with the stroke) are not reflected in the out-
of-pocket costs for the hospital stay.

For most goods, WTP can be observed by exam- -
ining actual market transactions. For example, if a
gallon of bottled drinking water sells for one dollar, it
can be observed that at least some persons are willing
to pay one dollar for such water. For goods that are
not exchanged in the market, such as most environ-
mental “goods,” valuation is not so straightforward.
Nevertheless, value may be inferred from observed
behavior, such as through estimation of the WTP for
mortality risk reductions based on observed sales and
prices of safety devices such as smoke detectors. Al-
ternatively, surveys may be used in an attempt to elicit
directly WTP for an environmental improvement.

Wherever possible, this analysis uses estimates
of the mean WTP of the U.S. population to avoid an
environmental effect as the value of avoiding that ef-
fect. In some cases, such estimates are not available,
and the cost of mitigating or avoiding the effect is
used as a rough estimate of the value of avoiding the
effect. For example, if an effect results in hospitaliza-
tion, the avoided medical costs were considered as a
possible estimate of the value of avoiding the effect.
Finally, where even the “avoided cost” estimate is not
available, the analysis relies on other available meth-
ods to provide a rough approximation of WTP. As
noted above, this analysis uses a range of values for
most environmental effects, or endpoints. Table 13

55 The literature reviews and valuation estimate development process is described in detail in Appendix I and in the referenced

supporting reports.
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Table 13. Bealth and Welfare Effec
(1990 dollars).
Endpoint

Mortality
Chronic Bronchitis
1Q Changes
Lost IQ Foints
Q<70
Hypertension
Strokes*

Coronary Heart Disease
Hospital Admissions
Ischemic Heart Disease -
Congestive Heart Failure
COPD
Pneumonia
All Respiratory ]
Respimtory Iliness and Symplmns
Acute Bronchitis :
Acute Asthma
Acute Respiratory Symptoms
Upper Respiratocy Symptoms
Lower Respiratory Symptoms
Shortness of Breath
Work Loss Days sy
Mild Restricted Activity Days
Welfare Benefits
Visibility

Household Soiling

Decreased Worker Productivity - O
Agriculture (Net Surplus) O

* Strokes are comprised of atherothromb
accidents; both are estimated to have the
** Decreased productivity valued as ch
decrease in Oy, 5

provides a summary of the mean unit value estimates
used in the analysis. The full range of values can be
found in Appendix I.

Mortality

Some forms of air pollution increase the probabil-
ity that individuals will die prematurely. The concen-
tration-response functions for mortality used in this
analysis express this increase in mortality risk as cases

of “excess premature mortality” per time pe-
riod (e.g., per year).

The benefit, however, is the avoidance
of small increases in the risk of mortality. If
individuals’ WTP to avoid small increases in
risk is summed over enough individuals, the
value of a statistical premature death avoided
can be inferred.>® For expository purposes,
this valuation is expressed as “dollars per
mortality avoided,” or “value of a statistical
life” (VSL), even though the actual valuation
is of small changes in mortality risk.

The mortality risk valuation estimate
used in this study is based on an analysis of
26 policy-relevant value-of-life studies (see
Table 14). Five of the 26 studies are contin-
gent valuation (CV) studies, which directly
solicit WTP information from subjects; the
rest are wage-risk studies, which base WTP
estimates on estimates of the additional com-
pensation demanded in the labor market for
riskier jobs. The Project Team used the best
estimate from each of the 26 studies to con-
struct a distribution of mortality risk valua-
tion estimates for the section 812 study. A
Weibull distribution, with 2 mean of $4.8 mil-
lion and standard deviation of $3.24 million,
provided the best fit to the 26 estimates. There
is considerable uncertainty associated with
this approach, however, which is discussed
in detail later in this chapter and in Appen-
dix L

In addition, the Project Team developed
alternative calculations based on a life-years
lost approach. To employ the value of statis-
tical life-year (VSLY) approach, the Project
Team had to first estimate the age distribu-
tion of those lives which would be saved by
reducing air pollution. Based on life expect-
ancy tables, the life-years saved from each statistical
life saved within each age and sex cohort were calcu-
lated. To value these statistical life-years, a concep-
tual model was hypothesized which depicted the rela-
tionship between the value of life and the value of
life-years. As noted earlier in Table 9, the average
number of life-years saved across all age groups
for which data were available are 14 for PM-
related mortality and 38 for Pb-related mortality. The

% Because people are valuing small decreases in the risk of premature mortality, it is expected deaths that are inferred. For
example, suppose that a given reduction in pollution confers on each exposed individual a decrease in mortal risk of 1/100,000. Then
among 100,000 such individuals, one fewer individual can be expected to die prematurely . If each individual’s WTP for that risk

reduction is $50, then the implied value of a statistical premature death avoided is $50 x 100,000 = $5 million.
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average for PM, in particular, differs from the 35-year
expected remaining lifespan derived from existing
wage-risk studies.””

Using the same distribution of value of life esti-
mates used above (i.e. the Weibull distribution with a
mean estimate of $4.8 million), a distribution for the
value of a life-year was then estimated and combined
with the total number of estimated life-years lost. The
details of these calculations are presented in Appen-
dix L. '

Survey-Based Values

Willingness-to pay for environmental improve-
ment is often elicited through survey methods (such
as the “contingent valuation” method). Use of such

methods in this context is controversial within the
economics profession. In general, economists prefer
to infer WTP from observed behavior. There are times
when such inferences are impossible, however, and
some type of survey technique may be the only means
of eliciting WTP. Economists’ beliefs regarding the
reliability of such survey-based data cover a broad
spectrum, from unqualified acceptances of the results
of properly-conducted surveys to outright rejections
of all survey-based valuations.

In this analysis, unit valuations which rely exclu-
sively on the contingent valuation method are chronic
bronchitis, respiratory-related ailments, minor re-
stricted activity days, and visibility. As indicated
above, the value derived for excess premature mortal-
ity stems from 26 studies, of which five use the con-
tingent valuation method. These five studies are within
the range of the remaining 21 labor market studies.
All five report mortality valuations lower than the
central estimate used in this analysis. Excluding the
contingent valuation studies from the mortality valu-
ation estimate would yield a central estimate approxi-
mately ten percent higher than the 4.8 million dollar
value reported above. The endpoints with unit valua-
tions based exclusively on contingent valuation ac-
count for approximately 30 percent of the present value
of total monetized benefits. Most of the CV-based
benefits are attributable to avoided cases of chronic
bronchitis.

Chronic Bronchitis

The best available estimate of WTP to avoid a
case of chronic bronchitis (CB) comes from Viscusi
et al.(1991). The case of CB described to the respon-
dents in the Viscusi study, however, was described by
the authors as a severe case. The Project Team em-
ployed an estimate of WTP to avoid a pollution-re-
lated case of CB that was based on adjusting the WTP
to avoid a severe case, estimated by Viscusi et al.
(1991), to account for the likelihood that an average
case of pollution-related CB is not as severe as the
case described in the Viscusi study.

The central tendency estimate of WTP to avoid a
pollution-related case of chronic bronchitis (CB) used
in this analysis is the mean of a distribution of WTP
estimates. This distribution incorporates the uncer-
tainty from three sources: (1) the WTP to avoid a case
of severe CB, as described by Viscusi et al., 1991; (2)
the severity level of an average pollution-related case

57 See, for example, Moore and Viscusi (1988) or Viscusi (1992).
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of CB (relative to that of the case described by Viscusi
et al.(1991); and (3) the elasticity of WTP with re-
spect to severity of the illness. Based on assumptions
about the distributions of each of these three uncer-
tain components, a distribution of WTP to avoid a
pollution-related case of CB was derived by Monte
Carlo methods. The mean of this distribution, which
‘was about $260,000, is taken as the central tendency
estimate of WTP to avoid a pollution-related case of
CB. The three underlying distributions, and the gen-
eration of the resulting distribution of WTP, are de-
scribed in Appendix 1.

Respiratory-Related Ailments

In general, the valuations assigned to the respira-
tory-related ailments listed in Table 14 represent a
combination of willingness to pay estimates for indi-
vidual symptoms which comprise each ailment. For
example, a willingness to pay estimate to avoid the
combination of specific upper respiratory symptoms
defined in the concentration-response relationship
measured by Pope et al. (1991) is not available. How-
ever, while that study defined upper respiratory symp-
toms as one suite of ailments (runny or stuffy nose;
wet cough; and burning, aching, or red eyes), the valu-
ation literature reported individual WTP estimates for
three closely matching symptoms (head/sinus conges-
tion, cough, and eye irritation). The available WTP
estimates were therefore used as a surrogate to the
values for the precise symptoms defined in the con-
centration-response study.

To capture the uncertainty associated with the
valuation of respiratory-related ailments, this analy-
sis incorporated a range of values reflecting the fact
that an ailment, as defined in the concentration—;;‘e—
sponse relationship, could be comprised of just one
symptom or several. At the high end of the range,’ the
valuation represents an aggregate of WTP estimates
for several individual symptoms. The low end repre-
sents the value of avoiding a single mild symptom.

Minor Restricted Activity Days

An individual suffering from a single severe or a
combination of pollution-related symptoms may ex-
perience a Minor Restricted Activity Day (MRAD).
Krupnick and Kopp (1988) argue that mild symptoms
will not be sufficient to result in a MRAD, so that
WTP to avoid a MRAD should exceed WTP to avoid
any single mild symptom. On the other hand, WTP to
avoid a MRAD should not exceed the WTP toavoid a

work loss day (which results when the individual ex-
periences more severe symptoms). No studies are re-
ported to have estimated WTP to avoid a day of mi-
nor restricted activity. Instead, this analysis uses an
estimate derived from WTP estimates for avoiding
combinations of symptoms which may result in a day
of minor restricted activity ($38 per day). The uncer-
tainty range associated with this value extends from
the highest value for a single symptom to the value
for a work loss day. Furthermore, the distribution ac-
knowledges that the actual value is likely to be closer
to the central estimate than either extreme.

Visibility

The value of avoided visibility impairment was
derived from existing contingent valuation studies of
the household WTP to improve visibility, as reported
in the economics literature. These studies were used
to define a single, consistent basis for the valuation of
visibility benefits nationwide. The central tendency
of the benefits estimate is based on an annual WTP of
$14 per household per unit improvement in the
DeciView index, with upper and lower bounds of $21
and $8, respectively, on the uncertainty range of the
estimate.

Avoided Cost Estimates

~ For some health effects, WTP estimates are not
available, and the Project Team instead used “costs
avoided” as a substitute for WTP. Avoided costs were
used to value the following endpoints: hypertension,
hospital admissions, and household soiling.

Hypertension and Hospital Admissions

Avoided medical costs and the avoided cost of lost
work time were used to value hypertension (high blood
pressure) and hospital admissions (this includes hos-
pital admissions for respiratory ailments as well as
heart disease, heart attacks, and strokes) .

For those hospital admissions which were speci-
fied to be the initial hospital admission (in particular,
hospital admissions for coronary heart disease (CHD)
events and stroke), avoided cost estimates should con-
sist of the present discounted value of the stream of
medical expenditures related to the illness, as well as
the present discounted value of the stream of lost earn-
ings related to the iliness. While an estimate of present
discounted value of both medical expenditures and
lost earnings was available for stroke ($200,000 for
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males and $150,000 for females), the best available
estimate for CHD ($52,000) did not include lost earn-
ings. Although no published estimates of the value of
lost earnings due to CHD events are available, one
unpublished study suggests that this value could be
substantial, possibly exceeding the value of medical
expenditures. The estimate of $52,000 for CHD may
therefore be a substantial underestimate. The deriva-
tions of the avoided cost estimates for CHD and stroke
are discussed in Appendix G.

In those cases for which it is unspecified whether
the hospital admission is the initial one or not (that is,
for all hospital admissions endpoints other than CHD
and stroke), it is unclear what portion of medical ex-
penditures and lost earnings after hospital discharge
can reasonably be attributed to pollution exposure and
what portion might have resulted from an individual’s
pre-existing condition even in the absence of a par-
ticular pollution-related hospital admission. In such
cases, the estimates of avoided cost include only those
costs associated with the hospital stay, including the
hospital charge, the associated physician charge, and
the lost earnings while in the hospital ($6,100 to
$10,300, depending on the ailment for which hospi-
talization is required).

The estimate of avoided cost for hypertension in-
cluded physician charges, medication costs, and hos-
pitalization costs, as well as the cost of lost work time,
valued at the rate estimated for a work loss day (see
discussion below). Based on this approach, the value
per year of avoiding a case of hypertension is taken to
equal the sum of medical costs per year plus work
loss costs per year; the resulting value is $680 per case
per year.

Presumably, willingness-to-pay to avoid the ef-
fects (and treatment) of hypertension would reflect
the value of avoiding any associated pain and suffer-

ing, and the value placed on dietary changes, etc. Like-

wise, the value of avoiding a health effect that would
require hospitalization or doctor’s care would include
the value of avoiding the pain and suffering caused
by the health effect as well as lost leisure time, in ad-
dition to medical costs and lost work time. Conse-
quently, the valuations for these endpoints used in this
analysis likely represent lower-bound estimates of the
true social values for avoiding such health effects.

Household Soiling

This analysis values benefits for this welfare ef-
fect by considering the avoided costs of cleaning
houses due to particulate matter soiling. The Project
Team’s estimate reflects the average household’s an-
nual cost of cleaning per pg/m?® particulate matter
($2.50). Considered in this valuation are issues such
as the nature of the particulate matter, and the propor-
tion of households likely to do the cleaning themselves.
Since the avoided costs of cleaning used herein do
not reflect the loss of leisure time (and perhaps work
time) incurred by those who do their own cleaning,
the valuation function likely underestimates true WTP
to avoid additional soiling.

Other Valuation Estimates

Changes in Children’s IQ

One of the major effects of lead exposure is per-
manently impaired cognitive development in children.
No ready estimates of society’s WTP for-improved
cognitive ability are currently available. Two effects
of IQ decrements can be monetized, however: reduc-
tions in expected lifetime income, and increases in
societal expenditures for compensatory education.
These two effects almost certainly understate the WTP
to avoid impaired cognitive development in children,
and probably should be considered lower bound esti-
mates. In the absence of better estimates, however,
the Project Team has assumed that the two monetized
effects represent a useful approximation of WTP.

The effect of IQ on expected lifetime income com-
prises a direct and an indirect effect. The direct effect
is drawn from studies that estimate, all else being
equal, the effect of IQ on income. The indirect effect
occurs as a result of the influence of IQ on educa-
tional attainment: higher IQ leads to more years of
education, and more education leads in turn to higher
expected future income. However, this indirect ben-
efit is mitigated, but not eliminated, by the added costs
of the additional education and by the potential earn-
ings forgone by the student while enrolled in school 8
Combining the direct and indirect influences, the net
effect of higher IQ on expected lifetime income (dis-

% Theoretically, the indirect effect should be small relative to the direct effect of IQ on future earnings. The empirical research
used to derive values for this analysis, however, implies that the indirect effect is roughly equal in magnitude to the direct effect. One
can infer from this information that there is a market distortion of some sort present (such as imperfect knowledge of the returns to
education), or, perhaps, that individuals make their education “investments” for purposes other than (or in addition to) “maximizing
lifetime income.” See Appendix G for further discussion of this issue.
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counted to the present at five percent) is estimated to
be $3,000 per additional IQ point.

In this analysis, it is assumed that part-time com-
pensatory education is required for all children with
IQ less than 70. The Project Team assumed that the
WTP to avoid cases of children with IQ less than 70
can be approximated by the cost ($42,000 per child)
of part-time special education in regular classrooms
from grades one through twelve (as opposed to inde-
pendent special education programs), discounted to
the present at five percent. See Appendix G for more
detail on valuation methods and data sources for IQ
effects and other lead-related health impacts.

Work Loss Days and Worker
Productivity

For this analysis, it was assumed that the median
daily 1990 wage income of 83 dollars was a reason-
able approximation of WTP to avoid a day of lost
work. Although a work loss day may or may not af-
fect the income of the worker, depending on the terms
of employment, it does affect economic output and is
thus a cost to society. Conversely, avoiding the work
loss day is a benefit.

A decline in worker productivity has been mea-
sured in outdoor workers exposed to ozone. Reduced
productivity is measured in terms of the’reduction in
daily income of the average worker engaged in strenu-
ous outdoor labor, estimated at $1 per 10 percent in-
crease in ozone concentration.

Agricultural Benefits

Similar to the other welfare effects, the agricul-
tural benefits analysis estimated benefits in dollars per
unit of avoided damage, based on estimated changes
in crop yields predicted by an agricultural -sector
model. This model incorporated agricultural price,
farm policy, and other data for each year. Based on
expected yields, the model estimated the production
levels for each crop, and the economic benefits to con-
sumers, and to producers, associated with these pro-
duction levels. To the extent that alternative exposure-

response relationships were available, a range of po--

tential benefits was calculated (see Appendix F).

Valuation Uncertainties

The Project Team attempted to handle most valu-
ation uncertainties explicitly and quantitatively by
expressing values as distributions (see Appendix I for
a complete description of distributions employed),
using a Monte-Carlo simulation technique to apply
the valuations to physical effects (see Chapter 7) with
the mean of each valuation distribution equal to the
“best estimate” valuation. This approach does not, of
course, guarantee that all uncertainties have been ad-
equately characterized, nor that the valuation estimates
are unbiased. It is possible that the actual WTP to avoid
an air pollution-related impact is outside of the range
of estimates used in this analysis. Nevertheless, the
Project Team believes that the distributions employed
are reasonable approximations of the ranges of uncer-
tainty, and that there is no compelling reason to be-
lieve that the mean values employed are systemati-
cally biased (except for the IQ-related and avoided
cost-based values, both of which probably underesti-
mate WTP).

One particularly important area of uncertainty is
valuation of mortality risk reduction. As noted in Chap-
ter 7, changes in mortality risk are a very iniportant
component of aggregate benefits, and mortality risk
valuation is an extremely large component of the quan-
tified uncertainty. Consequently, any uncertainty con-
cerning mortality risk valuation beyond that addressed
by the quantitative uncertainty assessment (i.e., that
related to the Weibull distribution with a mean value
of $4.8 million) deserves note. One issue merits spe-
cial attention: uncertainties and possible biases related
to the “benefits transfer” from the 26 valuation source
studies to valuation of reductions in PM-related mor-
tality rates.

Mortality Risk Benefits Transfer

Although each of the mortality risk valuation
source studies (see Table 14) estimated the average
WTP for a given reduction in mortality risk, the de-
gree of reduction in risk being valued varied across
studies and is not necessarily the same as the degree
of mortality risk reduction estimated in this analysis.
The transferability of estimates of the value of a sta-
tistical life from the 26 studies to the section 812 ben-
efit analysis rests on the assumption that, within a rea-
sonable range, WTP for reductions in mortality risk
is linear in risk reduction. For example, suppose a study
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estimates that the average WTP for a reduction in
mortality risk of 1/100,000 is 50 dollars, but that the
actual mortality risk reduction resulting from a given
pollutant reduction is 1/10,000. If WTP for reductions
in mortality risk is linear in risk reduction, then a WTP
of 50 dollars for a reduction of 1/100,000 implies a
WTP of 500 dollars for a risk reduction of 1/10,000
(which is ten times the risk reduction valued in the
study). Under the assumption of linearity, the estimate
of the value of a statistical life does not depend on the
particular amount of risk reduction being valued.

Although the particular amount of mortality risk
reduction being valued in a study may not affect the
transferability of the WTP estimate from the study to
the benefit analysis, the characteristics of the study
subjects and the nature of the mortality risk being val-
ued in the study could be important. Certain charac-
teristics of both the population affected and the mor-
tality risk facing that population are believed to affect
the average WTP to reduce risk. The appropriateness
of the mean of the WTP estimates from the 26 studies
for valuing the mortality-related benefits of reductions
in pollutant concentrations therefore depends not only
on the quality of the studies (i.e., how well they mea-
sure what they are trying to measure), but also on (1)
the extent to which the subjects in the studies are simi-
lar to the population affected by changes in air pollu-
tion and (2) the extent to which the risks bemg valued
are similar. :

The substantial majority of the 26 studies relied
upon are wage-risk (or labor market) studies. Com-
pared with the subjects in these wage-risk studies, the
population most affected by air pollution-related mor-
tality risk changes is likely to be, on average, older
and probably more risk averse. Some evidence sug-
gests that approximately 85 percent of those identi-
fied in short-term (“episodic”) studies who die pre-
maturely from PM-related causes are over 65.5 The
average age of subjects in wage-risk studies, in con-
trast, would be well under 65.

The direction of bias resulting from the age dif-
ference is unclear. It could be argued that, because an
older person has fewer expected years left to lose, his
or her WTP to reduce mortality risk would be less
than that of a younger person. This hypothesis is sup-
ported by one empirical study, Jones-Lee et al. (1985),
which found WTP to avoid mortality risk at age 65 to

~ be about 90 percent of what it is at age 40. On the

other hand, there is reason to believe that those over
65 are, in general, more risk averse than the general
population, while workers in wage-risk studies are
likely to be less risk averse than the general popula-
tion. Although the list of 26 studies used here excludes
studies that consider only much-higher-than-average
occupational risks, there is nevertheless likely to be
some selection bias in the remaining studies—that is,
these studies are likely to be based on samples of
workers who are, on average, more risk-loving than
the general population. In contrast, older people as a
group exhibit more risk-averse behavior.

There is substantial evidence that the income elas-
ticity of WTP for health risk reductions is positive
(although there is uncertainty about the exact value of
this elasticity). Individuals with higher incomes (or
greater wealth) should, then, be willing to pay more
to reduce risk, all else equal, than individuals with
lower incomes or wealth. The comparison between
the (actual and potential) income or wealth of the
workers in the wage-risk studies versus that of the
population of individuals most likely to be affected
by changes in pollution concentrations, however, is
unclear. One could argue that because the elderly are
relatively wealthy, the affected population is also
wealthier, on average, than are the wage-risk study
subjects, who tend to be middle-aged (on average)
blue-collar workers. On the other hand, the workers
in the wage-risk studies will have potentially more
years remaining in which to acquire streams of in-
come from future earnings. In addition, it is possible
that among the elderly it is largely the poor elderly
who are most vulnerable to air pollution-related mor-
tality risk (e.g., because of generally poorer health
care). On net, the potential income comparison is un-
clear.

Although there may be several ways in which job-
related mortality risks differ from air pollution-related
mortality risks, the most important difference may be
that job-related risks are incurred voluntarily whereas
air pollution-related risks are incurred involuntarily.
There is some evidence® that people will pay more to
reduce involuntarily incurred risks than risks incurred
voluntarily. If this is the case, WTP estimates based
on wage-tisk studies may be downward biased esti-
mates of WTP to reduce involuntarily incurred air
pollution-related mortality risks.

# See Schwartz and Dockery (1992), Ostro et al. (1995), and Chestnut (1995). -

“See, for example, Violette and Chestnut, 1983.
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Finally, another important difference related to the
nature of the risk may be that some workplace mortal-
ity risks tend to involve sudden, catastrophic events,
whereas air pollution-related risks tend to involve
longer periods of disease and suffering prior to death.
Some evidence suggests that WTP to avoid arisk of a
protracted death involving prolonged suffering and
loss of dignity and personal control is greater than the
WTP to avoid a risk (of identical magnitude) of sud-
den death. To the extent that the mortality risks ad-
dressed in this assessment are associated with longer
periods of illness or greater pain and suffering than
are the risks addressed in the valuation literature, the
WTP measurements employed in the present analysis
would reflect a downward bias.

The potential sources of bias introduced by rely-
ing on wage-risk studies to derive an estimate of the
WTP to reduce air pollution-related mortality risk are
summarized in Table 15. Among these potential bi-
ases, it is disparities in age and income between the
subjects of the wage-risk studies and those affected
by air pollution which have thus far motivated spe-
cific suggestions for quantitative adjustment®' ; how-
ever, the appropriateness and the proper magnitude of
such potential adjustments remain unclear given pres-
ently available information. These uncertainties are
particularly acute given the possibility that age and
income biases might offset each other in the case of
pollution-related mortality risk aversion. Furthermore,
the other potential biases discussed above, and sum-
marized in Table 16, add additional uncertainty re-
garding the transferability of WTP estimates from
wage-risk studies to environmental policy and pro-
gram assessments. '

Table 15. Estimating Mortality Risk B
Risk Studies: Potential Sources and L.
?ias‘ 5% L5 i

Factor Likd}.mmon of

Age Uﬁc..a:.talg
Degree of Risk Aversion i
Income

Voluntary vs.

Involuntary

Catastrophic vs.
Protracted Death

6! Chestnut, 1995; IEc, 1992.
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Results and Uncertainty

This chapter presents a summary of the monetized
benefits of the CAA from 1970 to 1990, compares
these with the corresponding costs, explores some of
the major sources of uncertainty in the benefits esti-
mates, and presents alternative results reflecting di-
verging viewpoints on two key variables: PM-related
mortality valuation and the discount rate,

Monetized economic benefits for the 1970 to 1990
period were derived by applying the unit valuations
discussed in Chapter 6 to the stream of physical ef-
fects estimated by the method documented in Chapter
5. The range of estimates for monetized benefits is
based on the quantified uncertainty associated with
the health and welfare effects estimates and the quan-
tified uncertainty associated with the unit valuations
applied to them. Quantitative estimates of uncertain-
ties in earlier steps of the analysis (i.e., estimation of
compliance costs,’? emissions changes, and air qual-
ity changes) could not be adequately developed and
are therefore not applied in the present study. As a
result, the range of estimates for monetized benefits
presented in this chapter is narrower than would be
expected with a complete accounting of the uncertain-
ties in all analytical components. However, the uncer-
tainties in the estimates of physical effects and unit
values are considered to be large relative to these ear-
lier components. The characterization of the uncer-
tainty surrounding unit valuations is discussed in de-
tail in Appendix I. The characterization of the uncer-
tainty surrounding health and welfare effects estimates,
as well as the characterization of overall uncertainty
surrounding monetized benefits, is discussed below.

Quantified Uncertainty in the
Benefits Analysis

Alternative studies published in the scientific lit-
erature which examine the health or welfare conse-
quences of exposure to a given pollutant often obtain
different estimates of the concentration-response (CR)
relationship between the pollutant and the effect. In
some instances the differences among CR functions
estimated by, or derived from, the various studies are
substantial. In addition to sampling error, these dif-
ferences may reflect actual variability of the concen-
tration-response relationship across locations. Instead
of a single CR coefficient characterizing the relation-
ship between an endpoint and a pollutant in the CR
function, there could be a distribution of CR coeffi-
cients which reflect geographic differences.5®* Because
it is not feasible to estimate the CR coefficient for a
given endpoint-pollutant combination in each county
in the nation, however, the national benefits analysis
applies the mean of the distribution of CR coefficients
to each county. This mean is estimated based on the
estimates of CR coefficients reported in the available
studies and the information about the uncertainty of
these estimates, also reported in the studies.

Based on the assumption that for each endpoint-
pollutant combination there is a distribution of CR
coefficients, the Project team used a Monte Carlo ap-
proach to estimate the mean of each distribution and
to characterize the uncertainty surrounding each esti-
mate. For most health and welfare effects, only a single
study is considered. In this case, the best estimate of
the mean of the distribution of CR coefficients is the
reported estimate in the study. The uncertainty sur-
rounding the estimate of the mean CR coefficient is

% Although compliance cost estimation is primarily of concern to the cost side of this analysis, uncertainty in the estimates for
compliance costs does influence the uncertainty in the benefit estimates because compliance cost changes were used to estimate
changes in macroeconomic conditions which, in turn, influenced the estimated changes in emissions, air quality, and physical effects.

@ Geographic variability may result from differences in lifestyle (e.g., time spent indoors vs outdoors), deposition rates, or other
localized factors which influence exposure of the population to a given atmospheric concentration of the pollutant.
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best characterized by the standard error of the reported
estimate. This yields a normal distribution, centered
at the reported estimate of the mean. If two or more
studies are considered for a given endpoint-pollutant
combination, a normal distribution is derived for each
study, centered at the mean estimate reported in the
study. On each iteration of a Monte Carlo procedure,
a CR coefficient is randomly selected from each of
the normal distributions, and the selected values are
averaged. This yields an estimate of the mean CR co-
efficient for that endpoint-pollutant combination. It-
erating this procedure many times results in a distri-
bution of estimates of the mean CR coefficient.

Each estimate randomly selected from this distri-
bution was evaluated for each county in the nation,
and the results were aggregated into an estimate of
the national incidence of the health or welfare effect.
Through repeated sampling from the distribution of
mean CR coefficients, a distribution of the estimated
change in effect outcomes due to the change in air
quality between the control and no-control scenarios
was generated.

Once a distribution of estimated outcomes was
generated for each health and welfare effect, Monte
Carlo methods were used again to characterize the
overall uncertainty surrounding monetized benefits.
For each health and welfare effect in a set of non-
overlapping effects, an estimated incidence was ran-
domly selected from the distribution of estimated in-

Table 16. Present Valu
Population (billions o %

Endpoint.
Mortality
Mortality
Chronic Bronchitis
IQ (LostIQ Pts. + Child:
Hypertension = :
Hospital Admissions .
Respiratory-R elated Symptoms,
Activity, & Decreased Product;
Soiling Damage N
Visibility :
Agriculture (Net Sm‘p_i:_:_s_}. 3

cidences for that endpoint, and a unit value was ran-
domly selected from the corresponding distribution
of unit values, on each iteration of the Monte Carlo
procedure. The estimated monetized benefit for that
endpoint produced on that iteration is the product of
these two factors. Repeating the process many times
generated a distribution of estimated monetized ben-
efits by endpoint. Combining the results for the indi-
vidual endpoints using the Monte Carlo procedure
yielded a distribution of total estimated monetized
benefits for each target year (1975, 1980, 1985 and
1990). This technique enabled a representation of
uncertainty in current scientific and economic opin-
ion in these benefits estimates.

Aggregate Monetized Benefits

For each of the target years of the analysis, the
monetized benefits associated with the different health
and welfare effects for that year must be aggregated.
These aggregate benefits by target year must then be
aggregated across the entire 1970 to 1990 period of
the study to yield a present discounted value of aggre-
gate benefits for the period. The issues involved in
each stage of aggregation, as well as the results of
aggregation, are presented in this section. (The de-
tailed results for the target years are presented in Ap-
pendix L)
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Table 16 presents monetized benefits for each
quantified and monetized health and welfare endpoint
(or group of endpoints), aggregated from 1970 to 1990.
The mean estimate resulting from the Monte Carlo
simulation is presented, along with the measured cred-
ible range (upper and lower fifth percentiles of the
distribution). Aggregating the stream of monetized
benefits across years involved compounding the stream
of monetized benefits estimated for each year to the
1990 present value (using a five percent discount rate).

_ Since the present value estimates combine streams
of benefits from 1970 to 1990, the calculation required
monetized estimates for each year. However, Monte
Carlo modeling was carried out only for the four tar-
get years (1975, 1980, 1985 and 1990). In the inter-
vening years, only a central estimate of benefits was
estimated for each health and welfare endpoint (by
multiplying the central incidence estimate for the given
year by the central estimate of the unit valuation). The
resulting annual benefit estimates provided a tempo-
ral trend of monetized benefits across the period re-
sulting from the annual changes in air quality. They

Table 16 offers a comparison of benefits by health
or welfare endpoint. The effect categories listed in
the table are mutually exclusive, allowing the mon-
etized benefits associated with them to be added. It
should be noted, however, that the listed categories
combine estimates that are not mutually exclusive. To
avoid double counting, care was taken to treat the ben-
efits associated with overlapping effects as alterna-
tive estimates. For example, the “Hospital Admis-
sions” category includes admissions for specific ail-
ments (Pneumonia and COPD) as well as the broader
clagsification of “all respiratory” ailments. Clearly,
benefits accruing from the first two represent a subset
of the last and adding all three together would result
in an overestimate of total monetized benefits. To avoid
this, the sum of benefits from Pneumonia and COPD
was treated as an alternative to the benefits estimated
for all respiratory ailments (the sum of the first two
was averaged with the third). This issue of double-
counting also arose for two other cases of overlap-
ping health effects, both of which have been combined
into the “Respiratory-Related Symptoms, Restricted
Activity, & Decreased Productivity” category in Table

did not, however, characterize the uncertainty associ-
ated with the yearly estimates for intervening years.
In an attempt to capture uncertainty associated with
these estimates, the Project Team relied on the ratios
of the 5th percentile to the mean and the 95th percen-
tile to the mean in the target years. In general, these
ratios were fairly constant across the target years, for
a given endpoint. The ratios were interpolated between
the target years, yielding ratios for the intervening
years. Multiplying the ratios for each intervening year
by the central estimate generated for that year pro-
vided estimates of the 5th and 95th percentiles, which
were used to characterize uncertainty about the cen-
tral estimate. Thus, the present value of the stream of

benefits, including the credible range estimates, could

be computed.

16. First, acute bronchitis was treated as an alterna-
tive (i.e., averaged with) the combination of upper and
lower respiratory symptoms, since their definitions of
symptoms overlap. Second, various estimates of re-
stricted activity, with different degrees of severity,
were combined into a single benefit category.

Table 17 reports the estimated total national mon-
etized benefits attributed in this analysis to the CAA
from 1970 to 1990. The benefits, valued in 1990 dol-
lars, range from $5.6 to $49.4 trillion with a central
estimate of $22.2 trillion. The Monte Carlo technique
was used to aggregate monetized benefits across end- -
points. For each of several thousand iterations, a ran-
dom draw of the monetized benefits for each endpoint
was selected from the distributions summarized in
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Table 16 and the individual endpoint estimates were
then summed. This resulted in the distribution of total
national monetized benefits reported above.%

The temporal pattern of benefits during the 1970
to 1990 period is related to the difference in emis-
sions between the control and no-control scenarios and
is magnified by population growth during that period.
As illustrated by Figure 18, quantified annual ben-
efits increased steadily during the study period, with
the greatest increases occurring during the late 1970s.
The mean estimate of quantified annual benefits grew
from 355 billion dollars in 1975 (expressed as infla-
tion-adjusted 1990 dollars) to 930 billion dollars in
1980, 1,155 billion dollars in 1985, and 1,248 billion
dollars in 1990.

Figure 19 depicts the distribution of monetized
benefits for 1990 (similar distributions were gener-
ated for other years in the analysis period). The solid
vertical bars in the figure represent the relative fre-
quency of a given result in the 1990 Monte Carlo
analysis. The largest bar, located above the “<$1,000”,

indicates that more Monte Carlo iterations generated

monetized benefits of $900 billion to $1 trillion than
in any other $100 billion range bin, making this the
modal bin. The expected value of the estimate for to-

tal monetized benefit for 1990 (i.e., the mean of the
distribution) is $1.25 trillion. The ninety percent con-
fidence interval, a summary description of the spread

of a distribution, is also noted in the figure.

Figure 18. Monte Carlo Simulation Model Results for
Target Years (in billions of 1990 dollars).
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Figure 19. Distribution of 1990 Monetized Benefits of
CAA (in billions of 1990 dollars).
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On initial inspection, the estimated $1.25 trillion
value for monetized benefits in 1990 may seem im-
plausibly large, even though 1990 is the year in which
the differences between outcomes under the control
and no-control scenarios are at their most extreme.
The plausibility of this estimate may seem particu-
larly questionable to some if one considers that the
$1.25 trillion value for 1990 is over five percent of
the estimated $22.8 trillion value for total 1990 assets
of households and nonprofit organizations. Consid-
ered from this perspective, $1.25 trillion may seem to
represent a large share of total wealth, and some might
question whether Americans would really be willing
to pay this much money for the reductions in risk
achieved by the Clean Air Act and related programs,
even if the risk in question involves premature death.
However, in the end it is clear that such comparisons
are overly simplistic and uninformative because they
ignore the magnitude and nature of the welfare change
being measured.

First, with respect to the magnitude of the differ-
ence in estimated social welfare under the two sce-
narios, it is important to recognize how severe air qual-
ity conditions and health risks would be under the
hypothetical no-control scenario. Focusing on ambi-
ent particulate matter, the pollutant responsible for the
vast majority of the estimated monetary benefits, a
comparison of the estimated annual mean concentra-
tions of total suspended particulates (TSP) projected
in the U.S. under the no-control scenario with esti-

% Comparing Tables 16 and 17, it can be seen that the sum of benefits across endpoints at a given percentile level does not result

in the total monetized benefits estimate at the same percentile level in Table 17. For example, if the fifth percentile benefits of the
endpoints shown in Table 16 were added, the resulting total would be substantially less than $5.6 trillion, the fifth percentile value of
the distribution of aggregate monetized benefits reported in Table 17. This is because the various health and welfare effects are treated
as stochastically independent, so that the probability that the aggregate monetized benefit is less than or equal to the sum of the
separate five percentile values is substantially less than five percent.
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mated annual mean TSP concentrations in other parts
of the world® indicates that in 1990—

* 60 metropolitan areas in the U.S. would have
had higher TSP concentrations than Moscow,
Russia

e 7 metropolitan areas would be worse than
Bangkok, Thailand

* 6 metropolitan areas would be worse than
Bombay, India

* 2 metropolitan areas would be worse than Ma-
nila, Philippines

*  One metropolitan area would be worse than
Delhi, India (one of the most polluted cities
in the world)

Under the control scenario, TSP levels in only 3
metropolitan areas were projected to exceed those in
Moscow, and none exceeded levels found in the other
foreign cities listed above. The principal reason air
quality conditions are so poor under the no-control
scenario is that air pollution control requirements re-
main fixed at their 1970 levels of scope and stringency
while total economic activity, including polluting ac-
tivity, grows by 70 percent and population grows by
22.3 percent between 1970 and 1990. Under the se-
vere air quality conditions projected throughout the
U.S. in 1990 under the no-control case, an additional

-205,000 people would be projected to die prematurely
due to the effects of particulate matter, lead, and other
criteria pollutants. This represents a very large increase
in the risk of premature mortality. Since the estimate
that the average loss of life for those who actually
succumb to PM exposure related health effects is ap-
proximately 14 years, and life-shortening due to lead
exposure is even greater, it is no longer surprising that
the estimated value of avoiding these severe condi-
tions is so high.

Second, with respect to the nature of the welfare
change reflected in the monetized benefit estimate,
the concern about the effects of limited budgets con-
straining Americans’ collective ability to pay to avoid
these severe no-control scenario conditions is mis-
placed. In reality, what society actually had to pay to
avoid these conditions is measured on the cost side of
the analysis, which sums up the total expenditures
made by manufacturers and others to achieve these
air pollution reductions. The most reasonable estimate
of the value Americans place on avoiding those se-
vere no-control scenario conditions, however, is pro-

vided by measuring the amount of compensation
Americans would have demanded from polluting com-
panies and others to accept, willingly, all of that extra
pollution and its associated risks of premature death.
Under this concept of welfare change measurement,
there is no inherent limit on the amount of money citi-
zens would demand from companies to accept their
pollution and so individual personal wealth does not
constrain this value.

The monetized benefit estimate presented in this
study, therefore, does not necessarily represent an at-

_ tempt to mirror what Americans would pay out of their

own pockets to reduce air pollution from levels they
never experienced; rather, it provides an estimate of
the value Americans place on the protection they re-
ceived against the dire air pollution conditions which
might have prevailed in the absence of the 1970 and
1977 Clean Air Acts and related programs. Viewed
from this perspective, the estimated monetized ben-
efits presented herein appear entirely plausible.

Comparison of Monetized
Benefits and Costs

Table 18 presents summary quantitative results for
the retrospective assessment. Annual results are pre-
sented for four individual years, with all dollar fig-
ures expressed as inflation-adjusted 1990 dollars. The
final column sums the stream of costs and benefits
from 1970 to 1990, discounted (i.e., compounded) to
1990 at five percent. “Monetized benefits” indicate
both the mean of the Monte Carlo analysis and the
credible range. “Net Benefits” are mean monetized
benefits less annualized costs for each year. The table
also notes the benefit/cost ratios implied by the ben-
efit ranges. The distribution of benefits changes little
(except in scale) from year to year: The mean esti-
mate is somewhat greater than twice the fifth percen-
tile estimate, and the ninety-fifth percentile estimate
is somewhat less than twice the mean estimate. The
distribution shape changes little across years because
the sources of uncertainty (i.e., CR functions and eco-
nomic valuations) and their characterizations are un-
changed from year to year. Some variability is induced
by changes in relative pollutant concentrations over
time, which then change the relative impact of indi-
vidual CR functions. '

Several measures of “cost” are available for use
in this analysis (see Chapter 2). The Project Team

85 “Urban Air Pollution in Megacities of the World,” UNEP/WHO, 1992a, Published by the World Health Organization and
United Nations Environment Program, Blackwell Publishers, Oxford, England, 1992. “City Air Quality Trends,” UNEP/WHO, 1992b,
Published by the United Nations Environment Program, Nairobi, Kenya, 1992.
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- e R Major Sources of Uncertainty
Table 18. Quantified Uncertainty Rang .

Annual Benefits and Benefit/Cost Ratios

billions of 1990-value dollars).

The methods used to aggregate monetized ben-
efits and characterize the uncertainty surrounding es-

- 1975" 158 timates of these benefits have been discussed above,
M§;°[;t§iﬁ:$ﬁts i = and the resulting estimates of aggregate benefits have
Mean estimate 355 been compared to the corresponding estimates of cost.
95h percentile 799 Additional insights into key assumptions and findings

can, however, be obtained by further analysis of po-
tentially important variables.

Annualized Costs (5%) 14

Net Benefits

Mean benefits- Costs 341 . "
¥ For some factors in the present analysis, both the

degree of uncertainty and the direction of any associ-

Benefit/Cost ratio

i‘lu:uﬁc:::i::;t 265'1 i ated bias are unknown; for some other factors, no
|_osth percentile 57/L... o8 employable quantitative estimates could be used even

though available evidence suggests a positive and
potentially substantial value. An example of the latter
deficiency is the lack of quantitative estimates for some
human health effects, some human welfare effects, and
all ecological effects. Despite the exclusion of poten-
. tially important variables, it is worthwhile to evaluate
the relative contribution of included variables to quan-
tifiable uncertainty in the net benefit estimate. One of
these variables, premature mortality valuation, is also
given special attention in the subsequent section on
alternative results.

Nates:  PV=1990 present value reflecting
from 1971 to 1990 at 5 pezcen

employs “annualized cost” as the primary cost mea-
sure because it measures cost in a fashion most analo-
gous to the benefits estimation method. An alternative
measure, “compliance expenditure,” is a reasonable
cost measure. Some capital expenditures, however,
generate a benefit stream beyond the period of the
analysis (i.e., beyond 1990). Those post-1990 benefits
are not, in general, included in the benefit estimates
presented above. The annualization procedure reduces
the bias introduced by the use of capital expenditures
by spreading the cost of the capital investment over its
expected life, then counting as a “cost” only those costs
incurred in the 1970 to 1990 period.

The estimated uncertainty ranges for each end-
point category summarized in Table 16 reflect the mea-
sured uncertainty associated with both avoided inci-
dence and economic valuation. The Project Team con-
ducted a sensitivity analysis to determine the variables
with the greatest contribution to the quantified uncer-
tainty range. The results of this sensitivity analysis

The macroeconomic analysis employed for this : S
Y P oy are illustrated in Figure 20.

analysis (see Chapter 2) indicates that compliance
expenditures induce significant second-order ef-
fects, and it can be argued that those effects should
be included in a comprehensive cost analysis. Ben-
efits resulting from compliance expenditures | Z %°1 TRan

Figure 20. Uncertainty Ranges Deriving From Individual
Uncertainty Factors
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should also induce second-order macroeconomic %' $45 1 l
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completely offset the estimated second-order ad-
verse effects induced by compliance expenditures). | >
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the second-order cost and benefit impacts induced $153
by the estimated health and welfare benefits. Be-
cause second-order impacts of benefits are not
estimated, the Project Team refrained from choos-
ing as the primary cost measure one that included
second-order impacts, and instead employed “an-
nualized costs” as the primary cost measure.
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In this sensitivity analysis, all the inputs to the
Monte Carlo uncertainty analysis are held constant
(at their mean values), allowing only one variable --
for example, the economic valuation of mortality --
to vary across the range of that variable’s uncertainty.
The sensitivity analysis then isolates how this single
source of uncertainty contributes to the total measured
uncertainty in estimated aggregate benefits. The first
uncertainty bar represents the credible range associ-
ated with the total monetized benefits of the Clean
Air Act, as reported above. This captures the multiple
uncertainties in the quantified benefits estimation. The
rest of the uncertainty bars represent the quantified
uncertainty ranges generated by single variables. As
shown in Figure 20, the most important contributors
to aggregate quantified uncertainty are mortality valu-
ation and incidence, followed by chronic bronchitis
valuation and incidence.

Alternative Resultsl

The primary results of this analysis, including
aggregate cost and benefit estimates and the uncer-
tainty associated with them, are presented and dis-
cussed above. However, although the range of net
benefit estimates presented reflects uncertainty in
many important elements of the analysis, there are
two key variables which require further discussion and
analysis: PM-related mortality valuation and the dis-
count rate. This additional treatment is necessary be-
cause reasonable people may disagree with the Project
Team’s methodological choices for these two vari-
ables, and these choices might be considered ex ante
to significantly influence the results of the study. The
purpose of this section, therefore, is to present alter-
native quantitative results which reflect, separately,
(1) an alternative approach to valuation of premature
mortality associated with particulate matter exposure,
and (2) alternative values for the discount rate used to
adjust the monetary values of effects occurring in vari-
ous years to a particular reference year (i.e., 1990).

PM Mortality Valuation Based on Life-
Years Lost

The primary analytical results presented earlier
in this chapter assign the same economic value to in-
cidences of premature mortality regardless of the age
and health status of those affected. Although this has
been the traditional practice for benefit-cost studies
conducted within the Agency, this may not be the most
appropriate method for valuation of premature mor-
tality caused by PM exposure. Some short-term PM
exposure studies suggest that a significantly dispro-

portionate share of PM-related premature mortality
occurs among persons 65 years of age or older. Com-
bining standard life expectancy tables with the lim-
ited available data on age-specific incidence allows
crude approximations of the number of life-years lost
by those who die prematurely as a result of exposure
to PM or, alternatively, the changes in age-specific
life expectancy of those who are exposed to PM.

The ability to estimate, however crudely, changes
in age-specific life expectancy raises the issue of
whether available measures of the economic value of
mortality risk reduction can, and should, be adapted
to measure the value of specific numbers of life-years
saved.%® Although the Agency has on occasion per-
formed sensitivity calculations which adjust mortal-
ity values for those over age 65, the Agency is skepti-
cal that the current state of knowledge and available
analytical tools support using a life-years lost approach
or any other approach which assigns different risk re-
duction values to people of different ages or circum-
stances. This skepticism is mirrored in the OMB guid-
ance on implementing Executive Order 12866 per-
taining to economic analysis methods, which states
on page 31:

While there are theoretical advantages to
using a value of statistical life-year-extended
approach, current research does not provide
a definitive way of developing estimates of
VSLY that are sensitive to such factors as
current age, latency of effect, life years
remaining, and social valuation of different
risk reductions. In lieu of such information,
there are several options for deriving the
value of a life-year saved from an estimate of
the value of life, but each of these methods
has drawbacks. One approach is to use results
Jrom the wage compensation literature (which
Jocuses on the effect of age on WTP to avoid
risk of occupational fatality). However, these
results may not be appropriate for other types
of risks. Another approach is to annualize the
VSL using an appropriate rate of discount and
the average life years remaining. This
approach does not provide an independent
estimate of VSLY; it simply rescales the VSL
estimate. Agencies should consider providing
estimates of both VSL and VSLY, while
recognizing the developing state of knowledge
in this area.

While the Agency continues to prefer an approach
which makes no valuation distinctions based on age
or other characteristics of the affected population, al-
ternative results based on a VSLY approach are pre-

% This issue was extensively discussed during the Science Advisory Board Council review of drafts of the present study. The
Council suggested it would be reasonable and appropriate to show PM mortality benefit estimates based on value of statistical life-
years (VSLY) saved as well as the value of statistical life (VSL) approach traditionally applied by the Agency to all incidences of

premature mortality.




The Benefits and Costs of the Clean Air Act, 1970 to 1990

sented below. The method used to develop VSLY es-
timates is described briefly in Chapter 6 and in more
detail in Appendix L

Table 19 summarizes and compares the results of
the VSL and VSLY approaches. Estimated 1970 to
1990 benefits from PM-related mortality alone and
total assessment benefits are reported, along with to-
tal compliance costs for the same period, in 1990 dol-
lars discounted to 1990 at five percent. The results
indicate that the choice of valuation methodology sig-
nificantly affects the estimated monetized value of
historical reductions in air pollution-related prema-
ture mortality. However, the downward adjustment
which would result from applying a VSLY approach
in lieu of a VSL approach does not change the basic
outcome of this study, viz. the estimated monetized
benefits of the historical CAA substantially exceed
the historical costs of compliance.

—Table 19. Alternative Mortali
Estimates for 1970 to 1990 (i
dollars, discounted at 5 percen

Total 1970 to 1990 Compliance ¢

Statistical Jife method ($4.-$M)cas_e)_
Life-years Jost method ($293,0
Total compliance cost

Alternative Discount Rales

In some instances, the choice of discount rate can
have an important effect on the results of a benefit-
cost analysis; particularly for those analyses with rela-
tively long time horizons for costs and/or benefits. In
this assessment, the discount rate affects only four
factors: IQ-related benefits estimates (especially esti-
mates of changes in discounted lifetime income), life-
time income losses due to other health effects (e.g.,
stroke), annualized costs (i.e., amortized capital ex-
penditures), and compounding of all costs and ben-
efits to 1990. Table 20 summarizes the effect of alter-
native discount rates on the “best estimate” results of
this analysis. Because monetized benefits exceed costs
for all years in the analysis period, net benefits in-
crease as the discount rate increases. Because the an-
nual benefit/cost ratio increases as one moves from

1970 toward 1990 (see Table 18 above), benefit cost
ratios decline as the discount rate increases (because
earlier periods are given greater weight). Overall, the
results of the benefit-cost assessment appear to be
generally insensitive to the choice of discount rate.
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Appendix A: Cost and Macroeconomic Modeling

Introduction

The purpose of this appendix is to describe in de-
tail the estimation of direct compliance costs associ-
ated with the CAA and the effect of those expendi-
tures on U.S. economic conditions from 1970 to 1990.
The first section of this appendix describes the dy-
namic, general equilibrium macroeconomic model
used to examine economy-wide effects. Two broad
categories of models were considered for use in the
assessment: Macroeconomic forecasting models (e.g.,
the Data Resources Inc. model of the U.S. economy),
and general equilibrium models (e.g., Hazilla and
Kopp [1990], and Jorgenson and Wilcoxen [1990a]).
The project team selected the Jorgenson-Wilcoxen (J/
W) general equilibrium model of the United States
for this analysis (Jorgenson and Wilcoxen [1990a]).
There are two main reasons for choosing a dynamic
general equilibrium approach: To capture both the
direct and indirect economic effects of environmen-
tal regulation, and to capture the long-run dynamics
of the adjustment of the economy. The general equi-
librium framework enabled the project team to assess
shifts in economic activity between industries, includ-
ing changes in distributions of labor, capital, and other
production factors within the economy, and changes
in the distribution of goods and services.

The second section describes the data sources for
direct compliance expenditures and presents estimates
of historical air pollution control expenditures. These
estimates are derived primarily from EPA’s 1990 re-
port entitled “Environmental Investments: The Cost
of a Clean Environment™! (hereafter referred to as Cost
of Clean). Specific adjustments to the Cost of Clean
stationary source and mobile source O&M data needed
to adapt these data for use in the present study are
also described. These adjusted expenditure estimates
represent the compliance cost data used as inputs to

the J/W model to determine macroeconomic effects.

The final section presents a summary of the di-
rect expenditure data, presents direct costs in a form
that can be compared to the benefits estimates found
elsewhere in the study, and discusses indirect effects
arising from compliance expenditures estimated by
the macroeconomic model. The indirect effects re-
ported by the model are sectoral impacts and changes
in aggregate measures of economic activity such as
household consumption and gross national product.
These indirect effects are second-order impacts of
compliance expenditures — a parallel modeling ex-
ercise to estimate second-order economic impacts aris-
ing from the benefits of compliance (e.g., increased
output as a result of improved longevity or fewer
workdays lost as a result of non-fatal heart attacks)
has not been attempted.

Macroeconomic Modeling

EPA analyses of the costs of environmental regu-
lations typically quantify the direct costs of pollution
abatement equipment and related operating and main-
tenance expenses. However, this approach does not
fully account for all of the broader economic conse-
quences of reallocating resources to the production
and use of pollution abatement equipment. A general
equilibrium, macroeconomic model could, in theory,
capture the complex interactions between sectors in
the economy and assess the full economic cost of air
pollution control. This would be particularly useful
for assessing regulations that may produce significant
interaction effects between markets. Another advan-
tage of a general equilibrium, macroeconomic frame-
work is that it is internally consistent. The consistency
of sectoral forecasts with realistic projections of U.S.
economic growth is ensured since they are estimated
within the context of a single model.* This contrasts

' Environmental Investments: The Cost of a Clean Environment, Report of the Administrator of the Environmental Protection
Agency to the Congress of the United States, EPA-230-11-90-083, November 1990.

* In the present study, both benefits and costs are driven by of the same macroeconomic projections from the Jorgenson/
Wilcoxen model, to ensure that the estimates are based on a consistent set of economic assumptions.
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with typical EPA analyses that compile cost estimates
from disparate sectoral and partial equilibrium mod-
els.

The economic effects of the CAA may be over-
or underestimated, if general equilibrium effects are
ignored, to the extent that sectors not directly regu-
lated are affected. For example, it is well known that
the CAA imposed significant direct costs on the en-
ergy industry. Economic sectors not directly regulated
will nonetheless be affected by changes in energy
prices. However, an examination of the broader ef-
fects of the CAA on the entire economy might reveal
that the CAA also led to more rapid technological
development and market penetration of environmen-
tally “clean” renewable sources of energy (e.g., pho-
tovoltaics). These effects would partially offset ad-
verse effects on the energy industry, and lead to a dif-
ferent estimate of the total economic cost to society
of the CAA.

The significance of general equilibrium effects in
the context of any particular analysis is an empirical
question. Kokoski and Smith (1987) used a comput-
able general equilibrium model to demonstrate that
partial-equilibrium welfare measures can offer rea-
sonable approximations of the true welfare changes
for large exogenous changes. In contrast, the results
of Jorgenson and Wilcoxen (1990a) and Hazilla and
Kopp (1990) suggest that total pollution abatement in
the U.S. has been a major claimant on productive re-
sources, and the effect on long-run economic growth
may be significant. Again, such conclusions must be
considered in light of the limitations of general equi-
librium models.

Choice of Macroeconomic Model

The adequacy of any model or modeling approach
must be judged in light of the policy questions being
asked., One goal of the present study is to assess the
effects of clean air regulations on macroeconomic
activity. Two broad categories of macroeconomic
models were considered for use in the assessment:
short run, Keynesian models and long-run, general
equilibrium models.

Recognizing that structural differences exist be-
tween the models, one needs to focus in on the par-
ticular questions that should be answered with any
particular model. The Congressional Budget Office
(1990) noted:

“Both the [Data Resources Incorporated] DRI
and the JIPCAEO models show relatively
limited possibilities for increasing energy
efficiency and substituting other goods for
energy in the short run... Both models focus
primarily on short-term responses to higher
energy prices, and neither is very good at
examining how the structure of the economy
could change in response to changing energy
prices. The [Jorgenson-Wilcoxen] model
completes this part of the picture...””

One strategy for assessing the macroeconomic
effects of the CAA would be to use a DRI-type model
in conjunction with the Jorgenson-Wilcoxen model
to assess both the long-term effects and the short-run
transitions, in much the same way that the Congres-
sional Budget Office used these models to assess the
effects of carbon taxes. However, because of signifi-
cant difficulties in trying to implement the DRI model
in a meaningful way, the project team chose to focus
on the long-run effects of the CAA. Structural changes
(e.g., changes in employment in the coal sector due to
the CAA) can be identified with the Jorgenson-
Wilcoxen model.

Overview of the Jorgenson-
Wilcoxen Model

The discussion below focuses on those character-
istics of the Jorgenson-Wilcoxen model that have
important implications for its use in the assessment
of environmental regulations (see Table A-1). The J/
W model is a detailed dynamic general equilibrium
model of the U.S. economy designed for medium run
analysis of regulatory and tax policy (Jorgenson and
Wilcoxen [1990a]). It provides projections of key
macroeconomic variables, such as GNP and aggre-
gate consumption, as well as energy flows between
economic sectors. As a result, the model is particu-
larly useful for examining how the structure of the
economy could change in response to changes in re-

3 The Congressional Budget Office report (1990) refers to an older (1981) version of the Jorgenson model, not the current
(1988) version. The approach to long-run dynamics differs between the two models. The newer Jorgenson-Wilcoxen model contains
both the capital accumulation equation and the capital asset pricing equation. The 1981 version of the model contained only the

capital accumulation equation.
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source prices. For the purpose of this study, it has five
key features: a detailed treatment of production and
consumption, parameters estimated econometrically
from historical data, an endogenous model of techni-
cal change, a rigorous representation of saving and
investment, and free mobility of labor and capital be-
tween industries.

The first two features, industry and consumer de-
tail and econometric estimation, allow the model to
capture the effects of the CAA at each point in time
for given levels of technology and the size of the
economy’s capital stock. A detailed treatment of pro-
duction and consumption is important because the
principal effects of the Clean Air Act fell most heavily
on a handful of industries. The J/W model divides
total U.S. production into 35 industries which allows
the primary economic effects of the CAA to be cap-
tured. Econometric estimation is equally important
because it ensures that the behavior of households and
firms in the model is consistent with the historical
record.

The model’s second two features —its represen-
tations of technical change and capital accumulation—
complement the model’s intratemporal features by
providing specific information on how the Act affected
technical change and the accumulation of capital.
Many analyses of environmental regulations overlook
or ignore intertemporal effects but these effects can

. be very important. Jorgenson and Wilcoxen (1990a)

suggests that the largest cost of all U.S. environmen-
tal regulations together was that.the regulations re-
duced the rate of capital accumulation.

The model’s last feature, free mobility of a single
type of capital and a single type of labor, is important
because it limits the model’s ability to measure the
short run costs of changes in policy. J/W is a full-
employment model that describes the long-run dynam-
ics of transitions from one equilibrium to another.
Capital and labor are both assumed to be freely mo-
bile between sectors (that is, they can be moved from
one industry to another at zero cost) and to be fully
used at all times. Over the medium to long run, this is
a reasonable assumption, but in the short run it is too
optimistic. In particular, the model will understate the
short run costs of a change in policy because it does
not capture unemployment, underemployment, or the
costs of moving capital from one industry to another.
A single rate of return on capital exists that efficiently
allocates the capital in each period among sectors.
Similarly, a single equilibrium wage rate allocates
labor throughout the economy.

Structure of the Jorgenson-Wilcoxen
Model

The J/W model assesses a broad array of economic
effects of environmental regulations. Direct costs are
captured as increased expenditures on factors of pro-
duction —capital, labor, energy and materials— that
the various industries must make to comply with the
regulations, as well as additional out-of-pocket ex-
penditures that consumers must make. Indirect costs
are captured as general equilibrium effects that occur
throughout the economy as the prices of factors of
production change (e.g., energy prices). Also, the rate
of technological change can respond to changes in the
prices of factors of production, causing changes in
productivity (Jorgenson and Fraumeni, 1981).

The model is divided into four major sectors: the
business, household, government, and rest-of-the-
world sectors. The business sector is further subdi-
vided into 35 industries (see Table A-2).* Each sector
produces a primary product, and some produce sec-
ondary products. These outputs serve as inputs to the
production processes of the other industries, are used
for investment, satisfy final demands by the house-
hold and government sectors, and are exported. The
model also allows for imports from the rest of the
world.

4 The 35 industries roughly correspond to a two-digit SIC code classification scheme.
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Table A-2. Definitions of Indus

the J/W Model.
Industry o
Num Deshdniih

1 Agriculture, forestry; an:
fishesies :

2 Metal mining

3 Coal mining

e Crude petrole

5 Nonmetallic mine

6 Construction *

7 Food and kindred

8 Tobacco manufac

9 Textile mil prod

10 Apparel and.0
products. ©

11 Lumber and We

12 Furniture and _

13 Paper and allied pi

14 Printing and pub

15 Chemicals and-allied prod

16 Petroleum refini

17

18

19 Stone, dlay, and gla

20 Primary metals. .

21 Fabricated miet

22

23 Electrical. machine!

24 Motor vehicles

25 Other transport

26 Instruments:.

27 Miscellaneous manu

28 Transportation and w

29 Communicati

30 Electric utilities”

31 Gas utilities

32 Trade 3

33 Finance, insurance, a
estate i

34 Other services

35 Go vernment enté

The Business Sector

The model of producer behavior allocates the
value of output of each industry among the inputs of
the 35 commodity groups, capital services, labor ser-
vices, and noncompeting imports. Output supply and
factor demands of each sector are modeled as the re-
sults of choices made by wealth maximizing, price
taking firms which are subject to technological con-
straints. Firms have perfect foresight of all future
prices and interest rates. Production technologies are
represented by econometrically estimated cost func-

tions that fully capture factor substitution possibili-
ties and industry-level biased technological change.

Capital and energy are specified separately in the
factor demand functions of each industry. The ability
of the model to estimate the degree of substitutability
between factor inputs facilitates the assessment of the
effect of environmental regulations. A high degree of
substitutability between inputs implies that the cost
of environmental regulation is low, while a low de-
gree of substitutability implies high costs of environ-
mental regulation. Also, different types of regulations
lead to different responses on the part of producers.
Some regulations require the use of specific types of
equipment. Others regulations restrict the use of par-
ticular factor inputs; for example, through restrictions
on the combustion of certain types of fuels. Both of
these effects can change the rate of productivity growth
in an industry through changes in factor prices.

The Household Sector

In the model of consumer behavior, consumer
choices between labor and leisure and between con-
sumption and saving are determined. A system of in-
dividual, demographically defined household demand
functions are also econometrically estimated. House-
hold consumption is modeled as a three stage optimi-
zation process. In the first stage households allocate
lifetime wealth to full consumption in current and fu-
ture time periods to maximize intertemporal utility.
Lifetime wealth includes financial wealth, discounted
labor income, and the imputed value of leisure. House-
holds have perfect foresight of future prices and in-
terest rates. In the second stage, for each time period
full consumption is allocated between goods and ser-
vices and leisure to maximize intratemporal utility.
This yields an allocation of a household’s time en-
dowment between the labor market (giving rise to la-
bor supply and labor income) and leisure time and
demands for goods and services. In the third stage,
personal consumption expenditures are allocated
among capital, labor, noncompeting imports and the
outputs of the 35 production sectors to maximize a
subutility function for goods consumption. As with
the business sector, substitution possibilities exist in
consumption decisions. The model’s flexibility en-
ables it to capture the substitution of nonpolluting
products for polluting ones that may be induced by
environmental regulations. Towards this end, pur-
chases of energy and capital services by households
are specified separately within the consumer demand
functions for individual commodities.
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It is important to be clear regarding the notions of
labor supply and demand within the J/W model, and
what is meant by “employment” throughout this re-
port. Labor demands and supplies are represented as
quality-adjusted hours denominated in constant dol-
lars. The labor market clears in each period; the quan-
tity of labor services offered by households is absorbed
fully by the economy’s producing sectors. However,
inferences regarding the number of persons employed
require information on labor quality and work-hours
per person over time and across simulations. Neither
of these are explicitly modeled.

The Gover_nment Sector

The behavior of government is constrained by
exogenously specified budget deficits. Government
tax revenues are determined by exogenously speci-
fied tax rates applied to appropriate transactions in
the business and household sectors. Levels of eco-
nomic activity in these sectors are endogenously de-
termined. Capital income from government enterprises
(determined endogenously), and nontax receipts
(given exogenously), are added to tax revenues to
obtain total government revenues. Government expen-
ditures adjust to sat:sfy the exogenous budget deficit
constraint.

The Rest-of-the-World Sector

The current account balance is exogenous, limit-
ing the usefulness of the model to assess trade com-
petitiveness effects. Imports are treated as imperfect
substitutes for similar domestic commodities and com-
pete on price. Export demands are functions of for-
eign incomes and ratios of commodity prices in U.S.
currency to the exchange rate. Import prices, foreign
incomes, and tariff policies are exogenously speci-
fied. Foreign prices of U.S. exports are determined
endogenously by domestic prices and the exchange
rate. The exchange rate adjusts to satisfy the exog-
enous constraint on net exports.

Environmental Regulation, Investment,
and Capital Formation

Environmental regulations have several important
effects on capital formation. At the most obvious level,
regulations often require investment in specific pieces

of pollution abatement equipment. If the economy’s
pool of savings were essentially fixed, the need to in-
vest in abatement equipment would reduce, or crowd
out, investment in other kinds of capital on a dollar
for dollar basis. On the other hand, if the supply of
savings were very elastic then abatement investments
might not crowd out other investment at all. In the J/
W model, both the current account and government
budget deficits. are fixed exogenously so any change
in the supply of funds for domestic investment must
come from a change in domestic savings. Because
households choose consumption, and hence savings,
to maximize a lifetime utility function, domestic sav-
ings will be somewhat elastic. Thus, abatement in-
vestment will crowd out other investment, although
not on a dollar for dollar basis.

The J/W assumption that the current account does
not change as a result of environmental regulation is
probably unrealistic, but it is not at all clear that this
biases the crowding out effects in any particular di-
rection. By itself, the need to invest in abatement capi-
tal would tend to raise U.S. interest rates and draw in
foreign savings. To the extent this occurred, crowd-:
ing out would be reduced. At the same time, how-
ever, regulation reduces the profitability of domestic
firms. This effect would tend to lower the return on
domestic assets, leading to a reduced supply of for-
eign savings which would exacerbate crowding out.
Which effect dominates is an empirical question be-
yond the scope of this study.

In additional to crowding out ordinary investment,
environmental regulation also has a more subtle ef-
fect on the rate of capital formation. Regulations raise
the prices of intermediate goods used to produce new
capital. This leads to a reduction in the number of capi-
tal goods which can be purchased with a given pool
of savings. This is not crowding out in the usual sense
of the term, but it is an important means by which
regulation reduces capital formation.’

The General Equilibrium

The J/W framework contains intertemporal and
intratemporal models (Jorgenson and Wilcoxen
[1990c]). In any particular time period, all markets
clear. This market clearing process occurs in response
to any changes in the levels of variables that are speci-

* Wilcoxen (1988) suggests that environmental regulation may actually lead to a “crowding in”” phenomenon. Wilcoxen
examined the effects of regulation at the firm level, and introduced costs into the model related to the installation of capital. He found
that when firms shut down their plants to install environmental capital, they take account of the adjustment costs and often concur-
rently replace other older capital equtpment This effect, however, is not captured in the current version of the Jorgenson-Wilcoxen

model.
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fied exogenously to the model. The interactions among
sectors determine, for each period, aggregate domes-
tic output, capital accumulation, employment, the
composition of output, the allocation of output across
different household types, and other variables.

The model also produces an intertemporal equi-
librium path from the initial conditions at the start of
"the simulation to the stationary state. (A stationary
solution for the model is obtained by merging the
intertemporal and intratemporal models.) The dynam-
ics of the J/W model have two elements: An accumu-
lation equation for capital, and a capital asset pricing
equation. Changes in exogenous variables cause sev-
eral adjustments to occur within the model. First, the
single stock of capital is efficiently allocated among
all sectors, including the household sector. Capital is
assumed to be perfectly malleable and mobile among
sectors, so that the price of capital services in each
sector is proportional to a single capital service price
for the economy as a whole. The value of capital ser-
vices is equal to capital income. The supply of capital
available in each period is the result of past invest-
ment, i.e., capital at the end of each period is a func-
tion of investment during the period and capital at the
beginning of the period. This capital accumulation
equation is-backward-looking and captures the effect
of investments in all past periods on the capital avail-
able in the current period. .

The capital asset pricing equation specifies the
price of capital services in terms of the price of in-
vestment goods at the beginning and end of each pe-
riod, the rate of return to capital for the economy as a
whole, the rate of depreciation, and variables describ-
ing the tax structure for income from capital. The cur-
rent price of investment goods incorporates an assump-
tion of perfect foresight or rational expectations. Un-
der this assumption, the price of investment goods in
every period is based on expectations of future capi-
tal service prices and discount rates that are fulfilled
by the solution of the model. This equation for the
investment goods price in each time period is forward-
looking.®

One way to characterize the J/W model —or any
other neoclassical growth model— is that the short-
run supply of capital is perfectly inelastic, since it is
completely determined by past investment. However,

the supply of capital is perfectly elastic in the long
run. The capital stock adjusts to the time endowment,
while the rate of return depends only on the
intertemporal preferences of the household sector.

A predetermined amount of technical progress
also takes place that serves to lower the cost of sectoral
production. Finally, the quality of labor is enhanced,
giving rise to higher productivity and lower costs of
production.

Given all of these changes, the model solves for a
new price vector and attains a new general equilib-
rium. Across all time periods, the model solves for
the time paths of the capital stock, household con-
sumption, and prices. The outcomes represent a gen-
eral equilibrium in all time periods and in all markets
covered by the J/W model.

Configuration of the No-control
Scenario

One of the difficulties in describing the no-con-
trol scenario is ascertaining how much environmen-
tal regulation would have been initiated by state and
local governments in the absence of a federal program.
It may reasonably be argued that many state and local
governments would have initiated their own control
programs in the absence of a federal role. This view
is further supported by the fact that many states and
localities have, in fact, issued rules and ordinances
which are significantly more stringent and encompass-
ing than federal minimum requirements. However, it

‘may also be argued that the federal CAA has moti-

vated a substantial number of stringent state and local
control programs.

Specifying the range and stringency of state and
local programs that would have occurred in the ab-
sence of the federal CAA would be almost entirely
speculative. For example, factors which would com-
plicate developing assumptions about stringency and
scope of unilateral state and local programs include:
(i) the significance of federal funding to support state
and local program development; (ii) the influence of
more severe air pollution episodes which might be
expected in the absence of federally-mandated con-
trols; (iii) the potential emergence of pollution havens,
as well as anti-pollution havens, motivated by local

¢ The price of capital assets is also equal to the cost of production, so that changes in the rate of capital accumulation result in an
increase in the cost of producing investment goods. This has to be equilibrated with the discounted value of future rentals in order to
produce an intertemporal equilibrium. The rising cost of producing investment is a cost of adjusting to a new intertemporal equilib-

rium path.
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political and economic conditions; (iv) the influence
of federally-sponsored research on the development
of pollution effects information and control technolo-
gies; and (v) the need to make specific assumptions
about individual state and local control levels for in-
dividual pollutants to allow estimation of incremen-
tal reductions attributable to federal control programs.

Another complication associated with the no-con-
trol scenario is the treatment of air pollution control
requirements among the major trading partners of the
U.S. Real-world manifestation of a no-control scenario
would imply that public health and environmental
goals were not deemed sufficiently compelling by U.S.
policy makers. Under these conditions, major trading
partners of the U.S. in Japan, Europe, and Canada may
well reach similar policy conclusions. Simply put, if
the U.S. saw no need for air pollution controls, there
is little reason to assume other developed industrial
countries would have either. In this case, some of the
estimated economic benefits of reducing or eliminat-
ing air pollution controls in the U.S. would not mate-
rialize because U.S. manufacturers would not neces-
sarily gain a production cost advantage over foreign
competitors. However, like the question of state and
local programs in the absence of a federal program,
foreign government policies under a no-control sce-
nario would be highly speculative.

Given the severity of these confounding factors,
the only analytically feasible assumptions with respect
to the no-control scenario are that (a) no new control
programs would have been initiated after 1970 by the
states or local governments in the absence of a fed-
eral role, and (b) environmental policies of U.S. trad-
ing partners remain constant regardless of U.S. policy.

Elimination of Compliance Costs in the
No-Control Case

Industries that are affected by environmental regu-
lations can generally respond in three ways: (i) with
process changes (e.g., fluidized bed combustion); (ii)
through input substitution (e.g., switching from high
sulfur coal to low sulfur coal); and (iii) end-of-pipe
abatement (e.g., the use of electrostatic precipitation
to reduce the emissions of particulates by combus-
tion equipment).” Clean air regulations have typically
led to the latter two responses, especially in the short
run. End-of-pipe abatement is usually the method of
choice for existing facilities, since modifying exist-

ing production processes can be costly. This approach
is also encouraged by EPA’s setting of standards based
on the notion of “best available technology” (Free-
man, 1978).

All three possible responses may lead to: (i) un-
anticipated losses to equity owners; (ii) changes in
current output; and (iii) changes in long-run profit-
ability. If firms were initially maximizing profits, then
any of the above three responses will increase its costs.
Fixed costs of investment will be capitalized imme-
diately. This will result in a loss to owners of equity
when regulations are introduced. As far as firms are
concerned, this is just like a lump sum tax on sunk
capital. Such effects will not affect growth or effi-
ciency. However, regulations could also change mar-
ginal costs and therefore current output. In addition,
they could change profits (i.e., the earnings of capi-
tal), and thus affect investment. Both of these effects
will reduce the measured output of the economy.

On the consumption side, environmental regula-
tions change consumers’ expectations of their lifetime
wealth. In the no-control scenario of this assessment,
lifetime wealth increases. This causes an increase in
consumption. In fact, with perfect foresight, consump-
tion rises more in earlier time periods. This also re-
sults in a change in savings.

Capital Costs - Stationary Sources

To appropriately model investment in pollution
control requires a recognition that the CAA had two
different effects on capital markets. First, CAA regu-
lations led to the retrofitting of existing capital stock
in order to meet environmental standards. In the no-
control scenario, these expenditures do not occur. In-
stead, the resources that were invested in pollution
abatement equipment to retrofit existing sources are
available to go to other competing investments. Thus,
at each point in time, these resources might go to in-
vestments in capital in the regulated industry, or may
go into investments in other industries, depending
upon relative rates of return on those investments. This

~ will affect the processes of capital formation and deep-

ening.

Second, the CAA placed restrictions on new

sources of emissions. When making investment deci-

sions, firms take into account the additional cost of
pollution abatement equipment. Effectively, the

7 Regulation may also affect the rate of investment, and change the rate of capital accumulation.
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“price” of investment goods is higher because more
units of capital are required to produce the same
amount of output. In the no-control scenario, there
are no restrictions on new sources and hence no re-
quirements for pollution control expenditures. Effec-
tively, the “price” of investment goods is lower. Thus,
at each point in time, investors are faced with a lower
price of investment goods. This results in a different
profile for investment over time.

Operating and Maintenance Costs - Stationary
Sources z

In addition to purchasing pollution abatement
equipment, firms incurred costs to run and maintain
the pollution abatement equipment. In the no-control
scenario, resources used to pay for these operating
and maintenance (O&M) costs are freed up for other
uses. The model assumes that the resources required
to run and maintain pollution control equipment are
in the same proportions as the factor inputs used in
the underlying production technology. For example,
if 1 unit of labor and 2 units of materials are used to
produce 1 unit of output, then one-third of pollution
control O&M costs are allocated to labor and two-
thirds are allocated to materials. These adjustments
were introduced at the sector level. O&M expendi-
tures are exclusive of depreciation charges and offset
by any recovered costs.

Capital Costs - Mobile Sources

Capital costs associated with pollution control
equipment were represented by changing costs for
motor vehicles (sector 24) and other transportation
equipment (sector 26). Prices (unit costs) were reduced
in proportion to the value of the pollution control de-
vices contained in cars, trucks, motorcycles, and air-
craft.

Operating and Maintenance - Mobile Sources

Prices for refined petroleum products (sector 16)
were changed to reflect the resource costs associated
with producing unleaded and reduced lead gasoline
(fuel price penalty), the change in fuel economy for
vehicles equipped with pollution control devices (fuel
economy penalty), and the change in fuel economy
due to the increased fuel density of lower leaded and
no lead gasoline (fuel economy credit). Third, inspec-
tion and maintenance costs and a maintenance credit

associated with the use of unleaded and lower leaded
(i.e., unleaded and lower leaded gasoline is less cor-
rosive, and therefore results in fewer muffler replace-
ments, less spark plug corrosion, and less degrada-
tion of engine oil) were represented as changes in
prices for other services (sector 34).

Direct Compliance Expenditures
Data

Sources of Cost Dala

Cost data for this study are derived primarily from
the 1990 Cost of Clean report. EPA publishes cost
data in response to requirements of the Clean Air and
Clean Water Acts. The following subsections describe
Cost of Clean data in detail, as well as adjustments
made to the data and data from other sources.

Cost of Clean Data

EPA is required to compile and publish public
and private costs resulting from enactment of the Clean
Air Act and the Clean Water Act. The 1990 Cost of
Clean report presents estimates of historical pollution
control expenditures for the years 1972 through 1988
and projected future costs for the years 1989 through
2000. This includes federal, state, and local govern-
ments as well as the private sector. Estimates of capi-
tal costs, operation and maintenance (O&M) costs,
and total annualized costs for five categories of envi-
ronmental media, including air, water, land, chemi-
cal, and multi-media, are presented. It should be noted
that these estimates represent direct regulatory imple-
mentation and compliance costs rather than social
costs. The Cost of Clean relied on data from two gov-
ernmental sources, the EPA and the U.S. Department
of Commerce (Commerce).

EPA Data

EPA expenditures were estimated from EPA bud-
get justification documents.® Estimates of capital and
operating costs resulting from new and forthcoming
regulations were derived from EPA’s Regulatory Im-
pact Analyses (RIAs). RIAs have been prepared prior
to the issuance of all major regulations since 1981.
Finally, special analyses conducted by EPA program
offices or contractors were used when other data
sources did not provide adequate or reliable data.

® The main source of data for EPA expenditures is the Justification of Appropriation Estimates for Committee on Appropriations.




Appendix A: Cost and Macroeconomic Modeling

Commerce Data

Data collected by Commerce were used exten-
sively in the Cost of Clean for estimates of historical
pollution control expenditures made by government
agencies other than EPA and by the private sector.
Two Commerce agencies, the Bureau of Economic
Analysis (BEA) and the Bureau of the Census (Cen-
sus), have collected capital and operating costs for
compliance with environmental regulations since the
early 1970’s. Commerce is, in fact, the primary source
of original survey data for environmental regulation
compliance costs. Commerce publishes a number of
documents that report responses to surveys and com-
prise most of the current domain of known pollution
abatement and control costs in the United States, in-
cluding:

* A series of articles entitled “Pollution Abate-
ment and Control Expenditures” published
annually in the Survey of Current Business
by BEA (BEA articles);

* A series of documents entitled “Pollution
Abatement Costs and Expenditures” pub-
lished annually in the Current Industrial Re-
ports by Census (PACE reports); and

* A series of documents entitled Government
Finances published annually by Census (Gov-
ernment Finances).

BEA articles contain data derived from a number
of sources, including two key agency surveys —the
“Pollution Abatement Costs and Expenditures Sur-
vey” (PACE Survey) and the “Pollution Abatement
Plant and Equipment Survey” (PAPE Survey)—
which are conducted annually by Census for BEA.
Data have been reported for 1972 through 1987.°

PACE reports have been published annually since
1973 with the exception of 1987. Figures for 1987
were estimated on the basis of historical shares within
total manufacturing. These reports contain expendi-
ture estimates derived from surveys of about 20,000
manufacturing establishments. Pollution abatement
expenditures for air, water and solid waste are reported

by state and Standard Industrial Code (SIC) at the four-
digit level. According to Census, surveys conducted
since 1976 have not included establishments with
fewer than 20 employees because early surveys
showed that they contributed only about 2 percent to
the pollution estimates while constituting more than
10 percent of the sample size.

Each year Census conducts a survey of state, lo-
cal, and county governments; and survey results are
published in Government Finances. Census asks gov-
ernment units to report revenue and expenditures, in-
cluding expenditures for pollution control and abate-
ment.

Non-EPA Federal expenditures were estimated
from surveys completed by federal agencies detailing
their pollution control expenditures, which are sub-
mitted to BEA. Private sector air pollution control
expenditures, as well as state and local government
air pollution expenditures, were taken from BEA ar-
ticles.

Stationary Source Cost Data

Capital Expenditures Data

Capital expenditures for stationary air pollution
control are made by factories and electric utilities for
plant and equipment that abate pollutants through end-
of-line (EOL) techniques or that reduce or eliminate
the generation of pollutants through changes in pro-
duction processes (CIPP). For the purposes of this
report EOL and CIPP expenditures are aggregated.'’
Table A-3 summarizes capital expenditures for sta-
tionary air pollution control, categorized as “nonfarm
business” or “government enterprise” expenditures.

Nonfarm business capital expenditures consist of
plant and equipment expenditures made by 1) manu-
facturing companies, 2) privately and cooperatively
owned electric utilities, and 3) other nonmanufacturing
companies. “Government enterprise” is, according to
BEA, an agency of the government whose operating
costs, to a substantial extent, are covered by the sale
of goods and services. Here, government enterprise
means specifically government enterprise electric

 The most recent BEA article used as a source for air pollution control costs in the Cost of Clean was “Pollution Abatement and
Control Expenditures, 1984-87" in Survey of Current Business, June 1989.

10 Survey respondents to the Census annual Pollution Abatement Surveys report the difference between expenditures for CIPP
and what they would have spent for comparable plant and equipment without pollution abatement features. Disaggregated capital
expenditures by private manufacturing establishments can be found in annual issues of Census reports.
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- Pollution Control (mllho

Nonfahn U

Business
1972 2,172 s
1973 2,968 1,407
1974 3,328 1,839
1975 3914 2,195

1976 3,798 2,607
1977 3,811 - 3,163
1978 3,977 3,652
1979 4,613 4,499
1980 5,051 5,420
1981 5135 5988
1982 5,086 5,674

1983 4,155 . 6,149
S lioss 4282 6,69
11985 4,141 6,997
« 11986 4,000 7,116
1987 4,179 7,469
T lioss 4,267 7,313

fioss 4760 7743
* 11990 4,169 8,688

Sourees:
a. Noa-farm capital expend:tn:es

chtmn Table B-1, line 2,
b. Non-farm O&M cxpe:adflwes ;

qu'!fan Table B-1, line 8.

are from Cost qf(;‘faan,‘rablc' B-
All other reported e.xpenduures :

utilities. Government enterprise capital expenditures
are pollution abatement expenditures made by pub-
licly owned electric utilities.!!

Operation and Maintenance Expenditures Data

Stationary source O&M expenditures are made
by manufacturing establishments, private and public
electric utilities, and other nonmanufacturing busi-
nesses to operate air pollution abatement equipment.
O&M expenditures for electric utilities are made up
of two parts: 1) expenditures for operating air pollu-
tion equipment and 2) the additional expenditures as-

sociated with switching to alternative fuels that have
lower sulfur content (fuel differential). Expenditures
to operate air pollution abatement equipment are for
the collection and disposal of flyash, bottom ash, sul-
fur and sulfur products, and other products from flue
gases.”? O&M expenditures are net of depreciation
and payments to governmental units, and are summa-
rized in Table A-3. O&M data were disaggregated to
the two digit SIC level for use in the macroeconomic
model.

For both capital and O&M expenditures, histori-
cal survey data were not available for each year
through 1990 prior to publication of Cost of Clean.
For the purpose of the section 812 analysis, EPA pro-
jected 1988-1990 capital expenditures and 1986-1990
O&M expenditures. Those projections were used in
the macroeconomic simulation, and have been retained
as cost estimates to ensure consistency between the
macroeconomic results and the direct cost estimates.
Since completion of the macroeconomic modeling,
however, BEA has published expenditure estimates
through 1990. A comparison of more recent BEA es-
timates with the EPA projections used in the section
812 analysis can be found in the “Uncertainties in the
Cost Analysis” section, below.

Recovered Costs

“Recovered costs” are costs recovered (i.e., rev-
enues realized) by private manufacturing establish-
ments through abatement activities. According to in-
structions provided to survey participants by Census,
recovered costs consist of 1) the value of materials or
energy reclaimed through abatement activities that
were reused in production and 2) revenue that was
obtained from the sale of materials or energy reclaimed
through abatement activities. Estimates of recovered
costs were obtained from the PACE reports and are
summarized in Table A-4. In this analysis, recovered
costs were removed from total stationary source air
pollution control O&M costs — that is, net O&M cost
in any year would be O&M expenditures (see Table
A-3) less recovered costs. Recovered cost data were
disaggregated to the two digit SIC level for use in the
macroeconomic model.

' BEA calculates these expenditures using numbers obtained from Energy Information Agency (EIA) Form 767 on steam-

electric plant air quality control.

12 Farber, Kit D. and Gary L. Rutledge, “Pollution Abatement and Control Expenditures: Methods and Sources for Current-
Dollar Estimates,” Unpublished paper, Bureau of Economic Analysis, U.S. Department of Commerce, October 1989.
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Mobile Source Cost Data

Costs of controlling pollution emissions from
motor vehicles were estimated by calculating the pur-
chase price and O&M cost premiums associated with
vehicles equipped with pollution abatement controls
over the costs for vehicles not equipped with such
controls. These costs were derived using EPA analy-
ses, including EPA RIAs, the Cost of Clean, and other
EPA reports.'* This Appendix summarizes the sec-
tion 812 mobile source compliance cost estimates and
provides references to published data sources where
possible. Further information on specific methods,
analytical steps, and assumptions can be found in
McConnell ef al. (1995),'* which provides a detailed
description of the section 812 mobile source cost es-
timation exercise and compares the method and re-

sults to other similar analyses (including Cost of Clean
(1990)).

Capital Expenditures Data

Capital expenditures for mobile source emission
control are associated primarily with pollution abate-
ment equipment on passenger cars, which comprise
the bulk of all mobile sources of pollution. These capi-
tal costs reflect increasingly stringent regulatory re-
quirements and improvements in pollution control
technologies over time. Each of the following devices
have been used at one time or another dating back to
the Clean Air Act Amendments of 1965: air pumps,
exhaust-gas recirculation valves, high altitude con-
trols, evaporative emissions controls, and catalysts.
The cost estimates for each component were computed
on a per-vehicle basis by engineering cost analyses
commissioned by EPA. The resulting per-vehicle capi-
tal costs were multiplied by vehicle production esti-
mates to determine annual capital costs. Table A-5
summarizes mobile source capital costs.

Operation and Maintenance Expenditures Data

Costs for operation and maintenance of emission
abatement devices include the costs of maintaining
pollution control equipment plus the cost of vehicle
inspection/maintenance programs. Operating costs per
vehicle were multiplied by total vehicles in use to
determine annual cost. Mobile source O&M costs are
made up of three factors: 1) fuel price penalty, 2) fuel
economy penalty, and 3) inspection and maintenance
program costs as described below. These costs are
mitigated by cost savings in the form of maintenance
economy and fuel density economy. Table A-6 sum-
marizes mobile source O&M expenditures and cost
savings by categories, with net O&M costs summa-
rized above in Table A-5. The following sections de-
scribe the components of the mobile source O&M cost
estimates.

Fuel Price Penalty

Historically, the price of unleaded fuel has been
several cents per gallon higher than the price of leaded
fuel. CAA costs were calculated as the difference be-

'* A complete listing of sources used in calculating mobile source capital and operating expenditures can be found in Environ-
mental Investments: The Cost of a Clean Environment, Report of the Administrator of the Environmental Protection Agency to the

Congress of the United State, EPA-230-11-90-083, November 1990.

“ Evaluating the Cost of Compliance with Mobile Source Emission Control Requirements: Retrospective Analysis, Resources
for the Future Discussion Paper, 1995. Note that McConnell et al. refer to the section 812 estimates as: Cost of Clean (1993, unpub-

lished).
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is likely to understate costs because regulatory require-
ments and market developments cannot be perfectly
anticipated over time. This procedure resulted in esti-
mates that are about ten percent less than estimates in

Table A-S. Estimated
Operation and Maintenance E
for Mobile Source Air

(millions of current other EPA reports.!> However, new process technolo-
oY gies that were developed in the mid-1980s were not
_ _ ; reflected in either the base case or regulatory case runs.
Year Capit: It is reasonable to expect that regulatory requirements
1973 ¥ would have encouraged development of technologies
1974 at a faster rate than would have occurred otherwise.
1975
1976 Fuel Economy Penalty
1977
1978 The fuel economy penalty benefit is the cost as-
1979 sociated with the increased/decreased amount of fuel
1980 used by automobiles with air pollution control devices
igg; (all else being equal). An assumption that can be made
1983 is that the addition of devices, such as catalytic con-
1984
1985
1986
1987
1988
1989
1990
Sousces:

o Capiul'eap.: Cost of Clea
on each; Tables C-2A to C-94, lir
from $1986to current dollars, '\
b. O&M exp.: EPA analyses based
methods in: Costs and Beriefits of R
Gasoline: Final Regulatory Impact
Environmental Protection Agency
Analysis, EPA-230-05-85-006,
of Clean, e

tween the cost of making unleaded gasoline and leaded
gasoline with lower lead levels and the cost of mak-
ing only leaded gasoline with a lead content set at
pre-regulatory levels. These cost estimates were de-
veloped using a linear programming model of the re-
finery industry. Prices of crude oil and other unfin-
ished oils, along with the prices of refinery outputs,
were adjusted annually according to price indices for
imported crude oil over the period of analysis. The
relative shares of leaded and unleaded gasoline and
the average lead content in leaded gasoline also were
adjusted annually according to the historical record.

These estimates may tend to understate costs due
to a number of biases inherent in the analysis process.
For example, the refinery model was allowed to opti-
mize process capacities in each year. This procedure

15 Costs and Benefits of Reducing Lead in Gasoline: Final Regulatory Impact Analysis, U.S. Environmental Protection Agency,
Office of Policy Analysis, EPA-230-05-85-006, February 1985.
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verters, decrease automobile fuel efficiency.'¢ If this
assumption is true, air pollution control devices in-
crease the total fuel cost to consumers. An alternative
assumption is that the use of catalytic converters has
increased fuel economy. This increase has been at-
tributed in large measure to the feedback mechanism
built into three-way catalytic converters.!” Under this
assumption, the decrease in total fuel cost to consum-
ers is considered a benefit of the program.

For the purposes of this study, sensitivity analy-
ses were performed using data presented in the Cost
of Clean report. These analyses were conducted to
evaluate the significance of assumptions about the
relationship between mile per gallon (MPG) values
for controlled automobiles and MPG values for un-
controlled cars. Based on results of these and other
analyses, fuel economy was assumed to be equal for
controlled and uncontrolled vehicles from 1976 on-
ward. This may bias the cost estimates although in an
unknown direction.

Inspection and Maintenance Programs

Inspection and maintenance programs are admin-
istered by a number of states. Although these programs
are required by the Clean Air Act, the details of ad-
ministration were left to the discretion of state or lo-
cal officials. The primary purpose of inspection and
maintenance programs is to identify cars that require
maintenance —including cars that 1) have had poor
maintenance, 2) have been deliberately tampered with
or had pollution control devices removed, or 3) have
used leaded gasoline when unleaded is required— and
force the owners of those cars to make necessary re-
pairs or adjustments.'® Expenditures for inspection and
maintenance were taken from the Cost of Clean.

Beneficial effects of the mobile source control
program associated with maintenance and fuel den-
sity were also identified. These cost savings were in-
cluded in this study as credits to be attributed to the
mobile source control program. Credits were estimated
based on an EPA study,' where more detailed expla-
nations may be found.

Maintenance Credits

Catalytic converters require the use of unleaded
fuel, which is less corrosive than leaded gasoline. On
the basis of fleet trials, the use of unleaded or lower
leaded gasoline results in fewer muffler replacements,
less spark plug corrosion, and less degradation of en-
gine oil, thus reducing maintenance costs. Mainte-
nance credits account for the majority of the direct
(non-health) economic benefits of reducing the lead
concentration in gasoline.

Fuel Density Credits

The process of refining unleaded gasoline in-
creases its density. The result is a gasoline that has
higher energy content. Furthermore, unleaded gaso-
line generates more deposits in engine combustion
chambers, resulting in slightly increased compression
and engine efficiency. Higher energy content of un-
leaded gasoline and increased engine efficiency from
the used of unleaded gasoline yield greater fuel
economy and therefore savings in refining, distribu-
tion, and retailing costs.

Other Direct Cost Data

The Cost of Clean report includes several other
categories of cost that are not easily classified as ei-
ther stationary source or mobile source expenditures.
Federal and state governments incur air pollution
abatement costs; additionally, federal and state gov-
ernments incur costs to develop and enforce CAA
regulations. Research and development expenditures
by the federal government, state and local govern-
ments, and (especially) the private sector can be at-
tributed to the CAA. These data are summarized by
year in Table A-7.

Unlike the other private sector expenditure data
used for this analysis, the survey data used as a source
for private sector R&D expenditures cannot be disag-
gregated into industry-specific expenditure totals.
Consequently, private sector R&D expenditures are

16 Memo from Joel Schwartz (EPA/OPPE) to Joe Somers and Jim DeMocker dated December 12, 1991, and entitled “Fuel
Economy Benefits.” Schwartz states that since this analysis is relative to a no Clean Air Act baseline, not a 1973 baseline, fuel
economy benefits are not relevant. In the absence of regulation, tuning of engines for maximum economy would presumably be

optimal in the base case as well.

7 Memo from Joseph H. Somers, EPA Office of Mobile Sources, to Anne Grambsch (EPA/OPPE) and Joel Schwartz (EPA/
OPPE) entitled “Fuel Economy Penalties for section 812 Report,” December 23, 1991.

'8 Walsh, Michael P., “Motor Vehicles and Fuels: The Problem,” EPA Journal, Vol. 17, No. 1, January/February 1991, p. 12.

¥ Schwartz, J., et al. Costs and Benefits of Reducing Lead in Gasoline: Final Regulatory Impact Analysis, U. S. Environmental
Protection Agency, Economic Analysis Division, Office of Policy Analysis, February 1985.
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T P 5 — mms_ from more recent issues of the Survey of
Table A-7. Other Air Pollutmn Controi Current Business (BEA). Federal govern-

current dollars). ment expenditures are from BEA (various
: . g issues). Private R&D expenditures were
Regulations. car - reported in Cost of Clean. Since publica-
Year Abatement  andMonitoring pmen tion of Cost of Clean, however, BEA has
State & - State & & . revised its private sector R&D expenditure
Fed.* Lacal’ Fed.® - Local® \ : : series (BEA, 1994 and 1995). Since private
1973 47 0 50 115 - R&D expenditures were not included in the
1974 56 0 527 macroeconomic modeling exercise, the re-
1975 88 1 66 vised series can be (and has been) used
1976 105 1 69 without causing inconsistency with other
ig;g 133 ; gg ; portions of the section 812 analysis.
1979 103 0 100 <
505 8% o 19 5 Assessment Results
}33; 2-5, 3 122 Compliance Expenditures and
1983 136 4 88 .. 239 Costs
1984 115 14 101 -2
1985 98 12 103 Compliance with the CAA imposed
1986 67 14 106" "1 AC direct costs on businesses, consumers, and
1987 80 15 110 3l governmental units, and triggered other
1988 65 10 120 expenditures such as governmental regula-
1989 70 12 136 tion and monitoring costs and expenditures
1990 71 13 133
for research and development by both gov-
ernment and industry. As shown in Table
Sonrees:

A-8, annual CAA compliance expenditures
— including R&D, etc.— over the period
from 1973 to 1990 were remarkably
stable®, ranging from about $20 billion to
$25 billion in inflation-adjusted 1990 dol-
lars (expenditures are adjusted to 1990 dol-
lars through application of the GDP Implicit
Price Deflator). This is equal to approxi-
mately one third of one percent of total
domestic output during that period, with the
percentage falling from one half of one per-
cent of total output in 1973 to one quarter
of one percent in 1990.

a. Federal government nbatement expenditures: 1
Expenditures”, Survey of Current Business (BEA
June 1989 Table 7line 13; 1988-90, BEA May 199
b. State and local abatement expcndmxms' 1973
BEA May 1995 Tsble 7 line 14,
¢. Federal government “regs/monitoring” exp
17; 1983-87, BEA June 1989 TabJe 6 line 17; 198¢
d. State and local government “regs/monitonng’
B.9 linc 3; 1988-90, BEA May 1995 Table 7 line 18, :
¢, Prvale sector R&D expenditures: 1973-86, BEA M.
expenditures in $1987 are converted to current dolfan
¢lsewheze in this Appendix --netting out pubhc.se
1987-90, BEA May 1995 Table 7 line20.
f. Federal government R&D expenditures: 1973-8.
BEA June 1989 Toble 6 line 21; 198890, BEA.
g State and local government R&D expenditure
1988-90, BEA May 1995 Table 7 line 22

omitted from the macroeconomic modeling exercise Although useful for many purposes, a summary
(the macro model is indusfry-specif%c). The R&D ex- of direct annual expenditures is not the best cost mea-
penditures are, however, included in aggregate cost sure to use when comparing costs to benefits. Capital

totals used in the benefit-cost analysis. ~expenditures are investments, generating a stream of
) ) benefits (and opportunity cost) over the life of the in-
The Cost of Clean and the series of articles “Pol- vestment. The appropriate accounting technique to use

lution Abatement and (;0““'01 E?cpen(:’;itures” in the  for capital expenditures in a cost/benefit analysis is to
Survey of Current Business (various issues) are the  gnnualize the expenditure — i.e., to spread the capi-
data sources for “Other Air Pollution Control Expen- tal cost over the useful life of the invesmgn[, apply-
ditures.” State and local expenditures through 1987 ing a discount rate to account for the time value of
are found in Cost of Clean; 1988-90 expenditures are money.

® While total expenditures remained relatively constant over the period, the sector-specific data presented in Tables A-3 and A-5
above indicate that capital expenditures for stationary sources fell significantly throughout the period but that this decline was offset
by significant increases in mobile source capital expenditures.
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Annualization Method

For this cost/benefit analysis, all capital expendi-
tures have been annualized at 3 percent, 5 percent,
and 7 percent (real) rates of interest. Therefore, “an-
nualized” costs reported for any given year are equal
to O&M expenditures (plus R&D, etc., expenditures,
minus recovered costs) plus amortized capital costs
(i.e., depreciation plus interest costs associated with
the pre-existing capital stock) for that year. Station-
ary source air pollution control capital costs are am-
ortized over twenty years; mobile source air pollution
control costs are amortized over ten years. Capital
expenditures are amortized using the formula for an
annuity [that is, r/(1-(1+r)") , where r is the rate of
interest and t is the amortization period].? Multiply-
ing the expenditure by the appropriate annuity factor
gives a constant annual cost to be incurred for t years,
the present value of which is equal to the expenditure.

Due to data limitations, the cost analysis for this
CAA retrospective starts in 1973, missing costs in-
curred in 1970-72. Cost of Clean, however, includes
stationary source capital expenditures for 1972. In this
analysis, amortized costs arising from 1972
capital investmentsare included in the 1973-
1990 annualized costs, even though 1972
costs are not otherwise included in the analy-
sis. Conversely, only a portion of the (e.g.)
1989 capital expenditures are reflected in the
1990 annualized costs — the remainder of
the costs are spread through the following
two decades, which fall outside of the scope
of this study (similarly, benefits arising from
emission reductions in, e.g., 1995 caused by
1990 capital investments are not captured
by the benefits analysis). Table A-9 presents
CAA compliance costs from 1973 to 1990,
in 1990 dollars, with capital expenditures
amortized at a five percent real interest rate.
“Total” costs are the sum of stationary
source, mobile source, and “other” costs,
minus recovered costs.

Tables A-10 and A-11 provide details
of the amortization calculation (using a five
percent interest rate) for stationary sources
and mobile sources, respectively. Similar
calculations were performed to derive the
annualized cost results using discount rates
of three percent and seven percent.

The Stationary Source table reports a capital ex-
penditure of $6,521 million for 1972 (in 1990 dol-
lars). The cost is spread over the following twenty
years (which is the assumed useful life of the invest-
ment) using a discount rate of five percent; thus, the
amortization factor to be used is f(20)=0.0802. Mul-
tiplying $6,521 million by 0.0802 gives an annuity of
$523 million. That annuity is noted on the first data
row of the table, signifying that the 1972 expenditure
of $6,521 million implies an annual cost of $523 mil-
lion for the entire twenty-year period of 1973 to 1992
(the years following 1990 are not included on the
tables, since costs incurred in those years are not in-
cluded in this retrospective assessment). The first sum-
mary row near the bottom of the table (labeled “SUM”)
reports aggregate annualized capital costs: for 1973
(the first data column), capital costs are $523 million.

Capital expenditures in 1973 amounted to $8,360
million. Using the amortization technique explained
above, one can compute an annualized cost of $671
million, incurred for the twenty-year period of 1974
to 1993. Aggregate annualized capital costs for 1974
include cost flows arising from 1972 and 1973 invest-

2 Using an interest rate of five percent, the factor for a twenty year amortization period is 0.0802; that for a ten year amortiza-

tion period is 0.1295.
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ments: that is, $523 million plus $671 million, or
$1,194 million (see the “SUM” row). Similar calcu-
lations are conducted for every year through 1990, to
derive aggregate annualized capital costs that increase
monotonically from 1973 to 1990, even though capi-
tal expenditures decline after 1975.2

An alternative calculation technique is available
that is procedurally simpler but analytically identical
to that outlined above. Instead of calculating an annu-
ity for each capital expenditure (by multiplying the
expenditure by the annuity factor f), then summing
the annuities associated with all expenditures in pre-

vious years, one can sum all previous expenditures

and multiply the sum (i..e., the capital stock at the
start of the year) by f. The third summary row (la-
beled “K stock™) near the bottom of the amortization
summary tables give the pollution control capital stock
at the start of each year. For example, the stationary
sources capital stock in place at the start of 1975 was
$23,533 million (this is the sum of 1972, 1973, and
1974 capital expenditures). Multiplying the capital
stock by the annuity factor 0.0802 gives $1,888 mil-
lion, which is the aggregate annualized stationary
source capital cost for 1975.

One can perform further calculations to decom-
pose the annualized capital costs into “interest” and
“financial depreciation” components.?* For example,
at the start of 1973, the stationary source capital stock
was $6,521 million. A five percent interest rate im-
plies an “interest expense” for 1973 of $326 million.
Given a 1973 annualized cost of $523 million, this
implies a “depreciation expense” for that year of ($523
million minus $326 million =) $197 million. For 1974,
the existing capital stock net of “financial deprecia-
tion” was $14,684 million (that is, the $6,521 million
in place at the start of 1973, plus the investment of
$8,360 million during 1973, minus the depreciation
of $197 million during 1973); five percent of $14,684
million is the interest expense of $734 million. Since
the annualized capital cost for 1974 is $1,194 mil-
lion, depreciation expense is $460 million (i.e., the
difference between annualized cost and the interest
component of annualized cost). This procedure is re-
peated to determine interest and depreciation for each
year through 1990 (see the last three rows of Table A-
11).

The three tables above all present costs (and in-
termediate calculations) assuming a five percent in-
terest rate. As noted above, the Project Team also
employed rates of three percent and seven percent to
calculate costs. Those calculations and intermediate
results are not replicated here. The method employed,
however, is identical to that employed to derive the
five percent results (with the only difference being
the interest rate employed in the annuity factor calcu-
lation). Table A-12 presents a summary of expendi-
tures and annualized costs at the three interest rates.

Discounting Costs and Expenditures

The stream of costs from 1973 to 1990 can be
expressed as a single cost number by discounting all
costs to a common year. In this analysis, all costs and
benefits are discounted to 1990 (in addition, all costs
and benefits are converted to 1990 dollars, removing
the effects of price inflation).?* There is a broad range

2 Similar calculations were performed for mobile source control capital costs, where the assumed amortization period is ten years.

2 One might, for example, wish to examine the relative importance of the “time value” component of the computed capital costs.

% Unlike most cost-benefit analyses, where future expected costs and benefits are discounted back to the present, this exercise
brings past costs closer to the present. That is, the discounting procedure used here is actually compounding past costs and benefits.
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of opinion in the economics profession regarding the
appropriate discount rate to use in analyses such as
this. Some economists believe that the appropriate rate
is one that approximates the social rate of time pref-
erence — three percent, for example (all rates used
here are “real”, i.e., net of price inflation impacts).
Others believe that a rate that approximates the op-
portunity cost of capital (e.g., seven percent or greater)
should be used. A third school of thought holds that
some combination of the social rate of time prefer-
ence and the opportunity cost of capital is appropri-
ate, with the combination effected either by use of an
intermediate rate or by use of a multiple-step proce-
dure which uses the social rate of time preference as
the “discount rate,” but still accounts for the cost of
capital. The section 812 Project Team chose to use a
range of discount rates (three, five, and seven per-
cent) for the analysis.

Expenditures and annualized costs discounted to
1990 are found on Table A-13. Expenditures are dis-
counted at all three rates; annualized costs are dis-
counted at the rate corresponding to that used in the
annualization procedure (i.e., the “annualized at 3%”
cost stream is discounted to 1990 at three percent).
The final row presents the result of an explicit combi-
nation of two rates: Capital costs are annualized at
seven percent, then the entire cost stream is discounted
to 1990 at three percent.

Table A-13. Costs Discounted tc

millions).
Expenditures 520.4‘15.. ':
Annualized Costs .
Annualized.at 7%

Indirect Economic Effects of the CAA

In addition to imposing direct compliance costs
on the economy, the CAA induced indirect economic
effects, primarily by changing the size and composi-
tion of consumption and investment flows. Although
this analysis does not add these indirect effects to the
direct costs and include them in the comparison to
benefits, they are important to note. This section sum-
marizes the most important indirect economic effects

of the CAA, as estimated by the J/W macroeconomic
simulation.

GNP and Personal Consumption

Under the no-control scenario, the level of GNP
increases by one percent in 1990 relative to the con-
trol case (see Table A-14). During the period 1973-
1990, the percent change in real GNP rises monotoni-
cally from 0.26 percent to 1.0 percent. The increase

in the level of GNP is attributable to a rapid accumu-
lation of capital, which is driven by changes in the
price of investment goods. The capital accumulation
effect is augmented by a decline in energy prices rela-
tive to the base case. Lower energy prices that corre-
spond to a world with no CAA regulations decreases
costs and increases real household income, thus in-
creasing consumption.

Removing the pollution control component of new
capital is equivalent to lowering the marginal price of
investment goods. Combining this with the windfall
gain of not having to bring existing capital into com-
pliance leads to an initial surge in the economy’s rate
of return, raising the level of real investment. The in-
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vestment effects are summarized in Figure A-1. More
rapid (ordinary) capital accumulation leads to a de-
cline in the rental price of capital services which, in
turn, stimulates the demand for capital services by pro-
ducers and consumers. The capital rental price reduc-
tions also serve to lower the prices of goods and ser-
vices and, so, the overall price level. Obviously, the
more capital intensive sectors exhibit larger price re-
ductions.?* The price effects from investment changes
are compounded by the cost reductions associated with
releasing resources from the operation and mainte-
nance of pollution control equipment and by the elimi-
nation of higher prices due to regulations on mobile
sources.

To households, no-control scenario conditions are
manifest as an increase in permanent future real earn-
ings which supports an increase in real consumption
in all periods and, generally, an increase in the de-
mand for leisure (see Table A-15). Households mar-
ginally reduce their offer of labor services as the in-
come effects of
higher real earn-
ings dominate the
substitution ef-
fects of lower
'goods prices.
The increase in
consumption is
dampened by an
increase in the
rate of return that
produces greater
investment (and
personal sav-
ings).

Finally, tech-
nical change is a
very important
aspect of the sup-
ply-side adjust-
ments under the
no-control sce-
nario. Lower fac-
tor prices in-
crease the endog-
enous rates of

technical change in those industries that are factor-
using. Lower rental prices for capital benefit the capi-
tal-using sectors, lower materials prices benefit the
materials-using sectors, and lower energy prices ben-
efit the energy-using sectors. On balance, a signifi-
cant portion of the increase in economic growth is
attributable to accelerated productivity growth. Un-
der the no-control scenario, economic growth aver-
ages 0.05 percentage points higher over the interval
1973-1990. The increased availability of capital ac-
counts for 60 percent of this increase while faster pro-
ductivity growth accounts for the remaining 40 per-
cent. Thus, the principal effect arising from the costs
associated with CAA initiatives is to slow the
economy’s rates of capital accumulation and produc-
tivity growth. This finding is consistent with recent
analyses suggesting a potential association between
higher reported air, water, and solid waste pollution
abatement costs and lower plant-level productivity in
some manufacturing industries (Gray and Shadbegian,
1993 and 1995).

As with the cost and expenditure data presented
above, it is possible to present the stream of GNP and
consumption changes as single values by discounting
the streams to a single year. Table A-16 summarizes
the results of the discounting procedure, and also in-
cludes discounted expenditure and annualized cost
data for reference. Accumulated (and discounted to
1990) losses to GNP over the 1973-1990 period were
half again as large as expenditures during the same
period, and approximately twice as large as annual-
ized costs. Losses in household consumption were
approximately as great as annualized costs.

» Not surprisingly, at the industry level, the principal beneficiaries in the long run of eliminating the costs associated with air
poliution abatement are the most heavily regulated industries. The largest changes in industry prices and outputs occur in the motor
vehicles industry. Other industries that benefit significantly from the elimination of environmental controls are refined petroleum

‘products, electric utilities, and other transportation equipment. Turning to manufacturing industries, metal mining and the primary
metals have the largest gains in output from elimination of air pollution controls.

A-21




The Benefits and Costs of the Clean Air Act, 1970 to 1990

5%

2.0%

1.5%

Percemt

0.5%

0.0%
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Figure A-2. Percent Difference in Price of Output by Sector Between Control and No-control
Scenario for 1990.
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Although they have value as descriptors of the
magnitude of changes in economic activity, neither
GNP nor consumption changes are perfect measures
of changes in social welfare. A better measure is
Equivalent Variations (EVs), which measure the
change in income that is equivalent to the change in
(lifetime) welfare due to removal of the CAA. As part
of its macroeconomic exercise, EPA measured the EVs
associated with removal of the CAA. Elimination of
CAA compliance costs (disregarding benefits) repre-
sents a welfare gain of $493 billion to $621 billion,
depending on assumptions used in the analysis.?6 This
result does not differ greatly from the range of results
represented by expenditures, anualized costs, and con-
sumption changes.

Prices

One principal consequence of the Clean Air Act
is that it changes prices. The largest price reductions
accrue to the most heavily regulated industries which
are the large energy producers and consumers (see
Table A-17). But these are also the most capital in-
tensive sectors and it is the investment effects that are
the dominant influences in altering the course of the
economy. Focusing on energy prices, under the
no-control scenario the price of coal in 1990 declines
by 1.3 percent, refined petroleum declines by 3.03

percent, electricity from electric utilities declines by
2.75 percent, and the price of natural gas from gas
utilities declines by 1.2 percent. The declining price
of fossil fuels induces substitution toward fossil fuel
energy sources and toward energy in general. Total
Btu consumption also increases.

Sectoral Effects: Changes in Prices and
Output by Industry

At the commodity level, the effect of the CAA
varies considerably. Figure A-2 shows the changes in
the supply price of the 35 commodities measured as
changes between the no-control case and the control-
case for 1990.

In 1990, the largest change occurs in the price of
motor vehicles (commodity 24), which declines by
3.8 percent in the no-control case. Other prices show-
ing significant effects are those for refined petroleum
products (commodity 16) which declines by 3.0 per-
cent, and electricity (commodity 30) which declines
2.7 percent. Eight of the remaining industries have
decreases in prices of 1.0 to 1.4 percent under the
no-control scenario. The rest are largely unaffected
by environmental regulations, exhibiting price de-
creases between 0.3 and 0.8 percent.

To assess the intertemporal consequences of the
CAA, consider the model’s dynamic results and the
adjustment of prices between 1975 and 1990. Initially,
in 1975, the biggest effect is on the price of output
from petroleum refining (sector 16), which declines
by 4.3 percent. But by 1990, the price of petroleum
refining is about 3.0 percent below control scenario
levels. In contrast, the price of motor vehicles (sector
24) is about 2.4 percent below baseline levels in 1975,
but falls to about 3.8 percent below baseline levels in
1990.

The price changes affect commodity demands,
which in turn determine how industry outputs are af-
fected. Figure A-3 shows percentage changes in quan-
tities produced by the 35 industries for 1990. As noted
earlier, the principal beneficiaries under the no-control
scenario are the most heavily regulated industries:
motor vehicles, petroleum refining, and electric utili-
ties.

In 1990, the motor vehicle sector (sector 24) shows
the largest change in output, partly due to the fact that
the demand for motor vehicles is price elastic. Recall

% Jorgenson et al., 1993.
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Figure A-3. Percent Difference in Quantity of Output by Sector Between Control and No-
control Scenario for 1990.

6%

Parcent

1 2 3 4 5 8 7 B 9 10 11 1213 14 15 18 17 18 19 20 21 22 23 24 25 26 27 26 290 30 31 32 33 34 35
Seclor
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that the largest increase in prices also occurred in the
motor vehicles sector. The 3.8 percent reduction in
prices produces an increase in output of 5.3 percent
relative to the base case.

Significant output effects are also seen in the pe-
troleum refining sector (sector 16) with a 3.2 percent
increase, in electricity (sector 30) with a 3.0 percent
increase, and in other transportation equipment (sec-
tor 25) with a 1.6 percent increase. The large gains in
output for these industries are mostly due to the de-
cline in their prices. In manufacturing, the sectors
exhibiting the most significant output effects are metal
mining (sector 2) with a 2.0 percent increase, and pri-
mary metals (sector 20) with a 1.8 percent increase.
Twenty of the remaining industries exhibit increase
in output of less than 0.9 percent after pollution con-
trols are removed.

While most sectors increase output under the
no-control scenario, a few sectors decline in size in
the absence of air pollution controls. The most no-
table of these are food and kindred products (sector
7) which decline by 0.5 percent, furniture and fixtures
(sector 12) which decline by 0.6 percent, and rubber
and plastic products (sector 17) which decline by 0.3
percent. These sectors are among the least capital in-
tensive, so the fall in the rental price of capital ser-
vices has little effect on the prices of outputs. Buyers
of the commodities produced by these industries face
higher relative prices and substitute other commodi-
ties in both intermediate and final demand. The rest
of the sectors are largely unaffected by environmen-
tal regulations.

Changes in Employment Across
Industries

The effect of the CAA on employment presents a
much more complicated picture. Although Jorgenson-
Wilcoxen is a full-employment model and cannot be
used to simulate unemployment effects, it is useful
for gaining insights about changes in the patterns of
employment across industries. Percentage changes in
employment by sector for 1990 are presented in Fig-
ure A-4. '

For 1990, the most significant changes in the level
of employment relative to the control scenario occur
in motor vehicles (sector 24) which increases 1.2 per-
cent, other transportation equipment (sector 25) which
increases 0.8 percent, electric utilities (sector 30)

which increases 0.7 percent, and primary metals (sec-
tor 20) which increases 0.6 percent. The level of em-
ployment is higher relative to the control case in 10
other industries.

For a few sectors, the no-control scenario results
in changes in real wages which cause reductions in
employment. The most notable reductions in employ-
ment under the no-control scenario occur in tobacco
manufacturing (sector 8) which declines 1.2 percent,
furniture and fixtures (sector 12) which declines 0.8
percent, rubber and plastic products (sector 17) which
declines 0.8 percent, food and kindred products (sec-
tor 7) which declines 0.7 percent, stone, clay and glass
products (sector 19) which declines 0.6 percent, and
instruments (sector 26) which declines 0.6 percent.
These sectors are generally those in which the level
of output was lower in 1990 relative to the control
scenario, since they are among the least capital inten-
sive and the fall in the rental price of capital services
has little effect on the prices of outputs. Buyers of the
commodities produced by these industries face higher
relative prices and substitute other commodities in
both intermediate and final demand. It is interesting
to note that several of the least capital intensive sec-
tors experience insignificant employment effects in
the short run (1975) under the no-control scenario,
but increasingly adverse effects over the 20-year pe-
riod of analysis. These include food and kindred prod-
ucts, furniture and fixtures, rubber and plastic prod-
ucts, stone, clay and glass products, and instruments.

Examination of the transition of employment in
the economy from the initial equilibrium to 1990 re-
veals that the employment effects of the CAA on motor
vehicles, transportation equipment, electric utilities,
and primary metals persist over the entire period of
analysis. Employment varies from: an increase of 1.7
percent in 1975 to 1.2 percent in 1990 in motor ve-
hicles; an increase of 0.7 in 1975 to 0.8 percent in
1990 in transportation equipment; an increase of 1.2
percent in 1975 to 0.7 percent in 1990 in electric utili-
ties; and an increase of 0.8 percent in 1975 to 0.6 per-
cent in 1990.
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Uncertainties in the Cost
Analysis

Potential Sources of Error in the Cost
Data

Because of the importance of the Cost of Clean
data for this assessment, the project team investigated
potential sources of error due to the use of industry’s
self-reported costs of compliance with air pollution
abatement requirements. Concerns about the accuracy
of responses include (1) misreporting by firms in re-
sponse to federal agency surveys, and (2) omission of
important categories of compliance cost from the data
collected or reported by these federal agencies.?” Table
A-18 contains a summary of the results of the analy-

Table A-18. Potential Sources &

Source of Erro

Lack of Data at Birm. evelr

Misallocation of -_Cds

; Inclusion of OSHA a1
Regulatory Costs ™~

Exclusion of Solid Waste Di

Related to AirPollution’.
Exclusion of CQéist
Exclusion of Privat

Exclusion of Bﬁe_rgy__
Abatement Devices™

considered along with other ope
- sccumulation process, as the undepre
producers and consumers.

“Source: Tndustrial Economics, In
“Reported Costs of Compliance with

sis. This analysis is consistent with the findings of
two recent studies comparing combined air, water, and
solid waste pollution abatement costs, as reported in
federal abatement cost surveys, to their observed ef-
fects on productivity levels. These studies suggest that,
since observed productivity decreases exceed those
expected to result from the reported abatement costs,
there may be additional pollution abatement costs not
captured or reported in the survey data, and that total
abatement costs for the three manufacturing indus-
tries studied may be under-reported by as much as a
factor of two in the most extreme case (Gray and
Shadbegian, 1993 and 1995; Gray, 1996).

The major finding from this analysis indicates that
total O&M costs are likely to be under-reported due
to exclusion of private research and development

7 Memorandum from Industrial Economics, Incorporated to Jim DeMocker (EPA/OAR) dated 10/16/91 and entitled “Sources
of Error in Reported Costs of Compliance with Air Pollution Abatement Requirements.”
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(R&D) expenditures. Note, however, that although
these costs were excluded from those used for the
macroeconomic modeling, they were included in the
overall direct cost estimate of the CAA; see “Other
Direct Costs,” above. These costs are excluded from
the macromodeling because they cannot be disaggre-
gated by industry and, more importantly, because there
is no information on what was purchased or obtained
as a result of these expenditures.

Based on the need indicated by the IEc review,
modifications to the BEA data were made to remedy
some of the biases noted above. In particular, recov-
ered costs for stationary source air pollution, e.g. sul-
fur removed using scrubbers that is then sold in the
chemical market, have been accounted for in the data
set used in the model runs.

An additional set of concerns relates directly to
reporting of costs by firms. Some have noted an un-
expected temporal pattern of stationary source con-
trol expenditures in the BEA data that might lead one
to question the accuracy of the Census survey re-
sponses. One would expect that stationary source
O&M expenditures over time would be roughly pro-
portional to the accumulated stationary source con-
trol capital stock. Yet, as illustrated in Table A-19,
O&M expenditures as a fraction of accumulated capi-
tal stock decline over time (even if one discounts the
first few years because of the dramatic percentage
increases in capital stock during those years). It is true
that the ratio of O&M expenditures to the depreci-
ated capital stock (in the far right column, labeled “net
K”) is reasonably stable after 1981. The depreciation
shown here, however, is afinancial depreciation only,
depicting the declining value of a piece of equipment
over time, rather than a measure of physical asset
shrinkage. Assuming a twenty-year useful lifetime,
all of the stationary source control capital stock put in
place since 1972 could conceivably still be in place in
1990. If anything, one would expect the O&M/K ra-
tio to increase as the capital depre\:iates (i.e., ages),
until the equipment is scrapped, because aging equip-
ment requires increasing maintenance. Consequently,
one might infer from this information that firms have
systematically under-reported O&M expenditures, or
have over-reported capital expenditures.

The apparent anomaly might be explained by an
examination of the types of O&M expenditures re-
ported. If more than a token percentage of O&M ex-
penditures are unrelated to “operation and mainte-
nance” of pollution control devices, then the observed
O&M/K ratio would not appear unusual.

The Census PACE survey?® required respondents
to report air pollution abatement O&M expenses in
the following categories: salaries and wages; fuel and
electricity; contract work; and materials, leasing, and
“miscellaneous.”” In later versions of the survey,
additional information relating to the types of expenses
to report was provided as a guide to respondents. The
types of expenses listed that are relevant to air pollu-
tion abatement include:

% Pollution Abatement Costs and Expenditures, various ye

ars.

# Census also requested a reporting of “depreciation” expenses as a component of O&M. BEA, however, removed depreciation
expense from the reported O&M costs because retaining depreciation would have amounted to double-counting, since BEA also

reported capital expenditures.
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(1) operating and maintaining pollution abate-
ment equipment;

(2) fuel and power costs for operating pollution
abatement equipment;

(3) parts for pollution abatement equipment re-
placement and repair;

(4) testing and monitoring of emissions;

(5) incremental costs for consumption of envi-
ronmentally preferable materials and fuels;

(6) conducting environmental studies for devel-
opment or expansion;

(7) leasing of pollution abatement equipment;

(8) compliance and environmental auditing;

(9) salaries and wages for time spent completing
environmental reporting requirements; and

(10) developing pollution abatement operating

procedures.*

The magnitude of the expenditures associated with
the first three items should be correlated with the size
of the existing stock of air pollution abatement capi-
tal. Expenditures associated with items four through
ten, however, should be independent of the size of the
existing capital stock (expenditures associated with
item seven, leasing of pollution abatement equipment,
could be negatively correlated with the size of the
capital stock). If items four through ten account for a
non-negligible proportion of total O&M expenditures,
and ifrespondents included these cost categories even
though they were not explicitly listed in the survey
instructions before 1991, then one would expect to
see the O&M/K ratio declining during the study pe-
riod. Thus, even though it is possible that O&M ex-
penditures are underreported (or that capital expendi-
tures are overreported), one cannot be certain.

Mobile Source Costs

For the section 812 analysis, EPA used the best
available information on the estimated cost of mobile
source air pollution control. Several other sources of
cost estimates exist, however, including a cost series
produced by the Department of Commerce Bureau of
Economic Analysis (BEA). The BEA cost series is
summarized in Table A-20. The BEA estimates dif-
fer significantly from EPA estimates, particularly with
respect to estimates of capital costs and the “fuel price
penalty” associated with the use of unleaded gaso-
line.

EPA’s capital cost estimates are based on esti-
mates of the cost of equipment required by mobile

source regulations. BEA’s estimates are based on sur-
vey data from the Bureau of Labor Statistics (BLS)
that measures the increase in the per-automobile cost
(relative to the previous model year) due to pollution
control and fuel economy changes for that model year.
The difference in approach is significant: BEA's an-
nual capital cost estimates exceed EPA’s by a factor
of (roughly) two. EPA may underestimate costs to the
extent that engineering cost estimates of components
exclude design and development costs for those com-
ponents. The BLS estimates add the incremental an-
nual costs to all past costs to derive total current-year
costs. Such an approach overestimates costs to the
extent that it fails to account for cost savings due to
changes in component mixes over time.

Some mobile source pollution control devices re-
quired the use of unleaded fuel. Unleaded gasoline is
more costly to produce than is leaded gasoline, and
generally has a greater retail price, thus imposing a
cost on consumers. EPA estimated the “fuel price pen-
alty” by using a petroleum refinery cost model to deter-
mine the expected difference in production cost be-
tween leaded and unleaded gasoline. BEA’s “fuel price
penalty” was the difference between the retail price
of unleaded gasoline and that of leaded gasoline.

A detailed description of the data sources, ana-
lytic methods, and assumptions that underlie the EPA
and BEA mobile source cost estimates can be found
in McConnell et al. (1995).

® Pollution Abatement Costs and Expenditures, 1992, pg. A-9.
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Stationary Source Cost Estimate
Revisions

As noted above, the costs used for stationary
sources in the macro-modeling (and retained in this
cost analysis) were projected for several years in the
late 1980s. Since that time, BEA has released histori-
cal expenditure estimates for those years based on
survey data. A comparison of the expenditure series
can be found in Table A-21. Apparently, EPA’s pro-
jections overestimated stationary source compliance
expenditures by approximately $2 billion per year for
the period 1987-1990. Since expenditures from all
sources are estimated to be $18 billion -$19 billion
(current dollars) per year during 1987-1990, this im-
plies that EPA has overestimated compliance expen-
ditures by more than ten percent during this period.
Although a substantial overstatement for those years,
the $2 billion per year overestimate would have little
impact (probably less than two percent) on the dis-
counted present value, in 1990 dollars, of the 1973-
1990 expenditure stream.

Endogenous Productivity Growth in the
Macro Model

For each industry in the simulation, the JW model
separates price-induced changes in factor use from
changes resulting strictly from technical change. Thus,

- simulated productivity growth for each industry has

two components: (a) an exogenous component that
varies over time, and (b) an endogenous component
that varies with policy changes. Some reviewers have
noted that, although not incorrect, use of endogenous
productivity growth is uncommon in the economic
growth literature. EPA conducted a sensitivity run of
the J/W model, setting endogenous growth parameters
to zero (i.e., removing endogenous productivity
growth from the model).!

Endogenous productivity growth is an important
factor in the J/W model. For example, for the period
1973-1990, removal of the endogenous productivity
growth assumptions reduces household income by 2.9
to 3.0 percent (depending on whether one uses a world
with CAA or one without CAA as the baseline). In
comparison, removal of CAA compliance costs re-
sults in a 0.6 to 0.7 percent change in household in-
come (depending on whether one uses, as a baseline,
a world with or one without endgenous productivity
growth). That is, use of the endogenous productivity
growth assumption has four to five times the impact
of that of CAA compliance costs.

Although very important to the simulated growth
of the economy within any policy setting, the endog-
enous productivity growth assumption is less impor-
tant across policy settings. Under the base (i.e., “with
endogenous productivity growth”) scenario, the ag-
gregate welfare effect (measured as EVs, see above)
of CAA compliance costs and indirect effects is esti-
mated to be 493 billion to 621 billion in 1990 dollars.
If one removes the endogenous productivity growth
assumption, the aggregate welfare effect declines to
the range 391 billion to 494 billion in 1990 dollars
(Jorgenson et al., 1993, pg. 6-15), areduction of about
twenty percent.

3 For greater detail, see Jorgenson ét al., 1993.
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Amortization Period for Stationary
Source Plant and Equipment

In developing annualized costs, stationary source
capital expenditues were amortized over a twenty-year
period. That is, it was assumed that plant and equip-
ment would depreciate over twenty years. It is pos-
sible that stationary source plant and equipment has,
on average, auseful lifetime significantly greater than
twenty years. The Project Team tested the sensitivity
of the cost analysis results to changes in stationary
source capital amortization periods.

Table A-22 presents total annualized compliance
costs assuming a 40-year amortization period for sta-
tionary source capital expenditures (all other cost com-
ponents are unchanged from the base analysis). All
costs are in 1990-value dollars, ad three alternative
discount rates are used in the annualization period.
Table A-23 presents the results discounted to 1990,
and compared to the base case results (i.e., using a
twenty-year amortization period). Doubling the am-
ortization period to 40 years decreases the 1990 present
value of the 1973-1990 cost stream by approximately
40 billion dollars. This represents a change of six per-
cent to nine percent, depending on the discount rate
employed.
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Introduction

This appendix provides additional details of the
methodologies used to estimate control and no-control
scenario emissions and the results obtained by these
methods. Methodological information and results are
provided for each of the six principal emission sec-
tors: industrial combustion, industrial processes, elec-
tric utilities, on-highway vehicles, off-highway ve-
hicles, and commercial/residential sources.

The initial section of this appendix assesses the
emissions projections presented in this analysis by (1)
comparing the 1970 to 1990 control scenario projec-
tions with recent EPA Trends report estimates for the
same years and (2) comparing the 1970 to 1990 trend
in no-control scenario projections with 1950 to 1970
emissions as reported in Trends. The first compari-
son indicates that control scenario emissions projec-
tions approximate, but do not precisely match, the EPA
Trends data. The reason for this mismatch is discussed
below. The second comparison is useful for demon-
strating that pre-1970 emissions trends would not pro-
vide a satisfactory basis for extrapolating emissions
trends into the 1970 to 1990 period. The inability to
simply extrapolate pre-1970 trends provides further
justification for applying the present modeling meth-
odologies to generate no-control scenario emissions
projections. '

The remainder of the appendix provides further
details of the emissions modeling conducted in sup-
port of the present analysis, and is largely adapted
from the draft report “The Impact of the Clean Air
Act on 1970 to 1990 Emissions; section 812 retro-
spective analysis,” March 1, 1995 by Pechan Associ-
ates. The draft Pechan report surveys the methodolo-
gies and results associated with the sector-specific
emission modeling efforts by Argonne National Labo-
ratoery (ANL), ICF Resources Incorporated (ICF), Abt
Associates (Abt), and the Environmental Law Insti-
tute (ELI).

Comparison of Emissions
Projections with Other EPA Data

Control Scenario Projections Versus
EPA Trends Projections

The control scenario emission results are similar,
but not identical, to official EPA historical emission
estimates provided by the EPA National Air Pollut-
ant Emission Trends Reports.! Comparisons between
the current estimates and the Trends data for SO,, NO,,
VOC, CO, and TSP are presented in Figures B-1, B-
2, B-3, B-4, and B-5 respectively. More detailed tables
providing emission estimates by sector and by target
year for TSP, SO,, NO_, VOC, CO, and Lead are pre-
sented in Tables B-16, B-17, B-18, B-19, B-20, and
B-21, respectively, at the end of this appendix.

Though the EPA Trends and the present study
emission profiles are similar to each other, they should
not be expected to match precisely. This is because
the emission estimates developed for the present study
are based on modeled macroeconomic and emission
sector conditions. Even though the macroeconomic
and sector models themselves are constructed and
calibrated using historical data, modeled replications

. —efhistorical trends would not be expected to precisely
—capture actual historical events and conditions which

affect emissions. Relying on modeled historical sce-
narios is considered reasonable for the present analy-
sis since its purpose is to estimate the differences be-
tween conditions with and without the CAA. Com-
paring actual historical emissions with modeled no-
control emissions would lead to an inconsistent basis
for comparisons between scenarios. Using models for
both scenarios allows potential model biases to es-
sentially cancel out. '

In general, however, these comparisons show
close correspondence between control scenario and
Trends estimates with the largest differences occur-

! EPA/OAQPS, “National Air Pollutant Emission Trends 1900 - 1994,” EPA-454/R-95-011, October 1995.
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Figure B-1. Comparison of Control, No-control, and - Figure B-2. Comparison of Control, No-control, and
Trends SO, Emission Estimates. - Trends NO, Emission Estimates.
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ring for VOC and CO emissions. The Trends report
VOC estimates are generally higher than the control
scenario estimates due to the inclusion of Waste Dis-
posal and Recycling as a VOC source in the Trends
report. This inconsistency is of no consequence since
Waste Disposal and Recycling sources were essen-
tially uncontrolled by the historical CAA and there-
fore do not appear as a difference between the control
and no-control scenarios. The higher CO emission
estimates in the Trends Report are primarily associ-
ated with higher off-highway vehicle emissions esti-
mates. Again, since off-highway emissions do not
change between the control and no-control scenario
in the present analysis, this inconsistency is of no con-
sequence.

No-Control Scenario Projections Versus
Historical EPA Trends Data

Comparisons between the control scenario emis-
sions estimates generated for the present study and
1970 to 1990 emissions estimates obtained from the
Trends Report are useful for assessing the reasonable-
ness of the control scenario estimates. As indicated
above, there is close correspondence between the con-
trol scenario and the Trends Report. It may also be
useful to compare the pre-1970 historical emissions
data from the Trends Report? with the no-control sce-
nario estimates presented herein to assess whether
these pre-1970 trends can be reasonably extrapolated
to the 1970 to 1990 period. In addition, examination
of any significant changes in emissions trends between
the pre-1970 Trends data and post-1970 no-control
projections might indicate flaws in the emissions

modeling conducted for the present study.

/""‘/

Egz;SOi;- the 1950 to 1970 Trends data in Figure

—B-1 demonstrate the effects of the huge increase in

fossil fuel combustion between 1960 and 1970. This
net increase occurred, despite the obsolescence of coal-
fired locomotives and reductions in coal refuse burn-
ing, largely because utility emissions nearly doubled
between 1950 and 1960, and nearly doubled again
between 1960 and 1970.° Although no-control sce-

‘nario projections for the post-1970 period show sig-

nificant additional increases in SO, emissions, the rate
of growth is markedly slower than during the 1950 to
1970 period.

The Trends data for 1950 to 1970 NO_shown in
Figure B-2 indicate the steady increase in emissions
resulting from increased combustion of natural gas
and gasoline.* The post-1970 emissions estimates
derived for the present study reflect a continuation of
this trend.

Emissions of VOCs increased steadily over the
1950 to 1970 period, as shown in Figure B-3, prima-
rily due to increases in industrial production and ve-
hicular travel.* The no-control scenario emission es-
timates continue this trend throughout the 1970 to 1990
period, with some acceleration of the rate of change
due to the rapid increase in VMT projected under this
scenario. -

The Trends data shown in Figure B-4 for CO in-
dicate an overall increase between 1950 and 1970. This
increase occurred despite significant reductions in
emissions from stationary source fuel combustion and
industrial processes because mobile source emissions
nearly doubled during this period. Under the no-con-
trol scenario of the present study, additional reduc-
tions from stationary sources are not available to off-
set the transportation-related increases; therefore, the
rate of increase in CO emissions after 1970 under the
no-control scenario reflects the rapid increase in mo-
bile source emissions caused by increases in vehicle
miles traveled.

Finally, Figure B-5 demonstrates a directional
shift in emissions of primary particulates between the
1950 to 1970 Trends data and the post-1970 no-con-
trol scenario. The declining trend from 1950 to 1970
indicated by the Trends data, however, is largely due
to reductions in use of coal-fired locomotives, reduc-
tions in residential coal-burning, coarse (i.e., visible)
particle emissions controls installed on fossil fuel com-
bustors and industrial processes, and reductions in
forest fires and other open burning.” Since the reduc-
tions achievable from these sources were largely

2 While 1970 to 1990 Trends data were obtained from more recent Trends reports, the 1950 to 1970 data were obtained from the
November 1991 report since this was the last year the Trends report series included data for this period.

*U.S. EPA, “National Air Pollutant Emission Estimates, 1940 - 1990, EPA-450/4-91-026, November 1991, Table 4, p. 16.
*U.S. EPA, “National Air Pollutant Emission Estimates, 1940 - 1990”, EPA-450/4-91-026, November 1991, p. 42.
SU.S. EPA, “National Air Pollutant Emission Estimates, 1940 - 1990”, EPA-450/4-91-026, November 1991, p. 42.
$U.S. EPA, “National Air Pollutant Emission Estimates, 1940 - 1990”, EPA-450/4-91-026, November 1991, Table 7, p. 19.
7 U.S. EPA, “National Air Pollutant Emission Estimates, 1940 - 1990, EPA-450/4-91-026, November 1991, Table 3, p. 15.
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achieved by 1970, they are no longer available to off-
set the increases observed from other source catego-
ries (e.g., highway vehicles). The no-control scenario
therefore shows a steady increase in overall emissions
of primary particulates after 1975.

The following sections of this appendix summa-
rize the methodologies used to model control and no-
control scenario emissions for each of the six major
emission sectors. Additional details can be found in
the supporting documents listed in the References sec-
tion of this appendix.

Industrial Boilers and Processes

For the purposes of the retrospective analysis, the
industrial sector was divided into two components:
(1) boilers; and (2) industrial processes and process
heaters. The factors affecting emissions from these
two source types are different, and, as a result, sepa-
rate methods were used to calculate control and
no-control scenario emissions in each of the target
years. To analyze the change in emissions from in-
dustrial boilers, ANL used the ICE model (Hogan,
1988). This model was developed under the auspices
of NAPAP to forecast State-level fuel choice and
emissions from conventional, steam raising, industrial
boilers. For the retrospective analysis of industrial
processes and fuel use emissions from process heat-
ers, ELI used the EPA Trends methods and the ANL
MSCET data base (EPA, 1991; Kohout et al., 1990).
The Trends report contains estimates of national emis-
sions for a variety of industrial sources for the time
period of interest. The MSCET data base provided
the spatial distribution used to calculate State-level
emissions.

The distinction between industrial boilers and non-
boiler industrial processes was necessitated by the
structure of the CAA regulations and by the factors
affecting emission levels from these two source types.
Boilers are regulated differently from processes and
process heaters. Emissions from industrial processes
are primarily a function of levels of industrial activ-
ity. The emissions from fuel combustion, however,
are a function of energy use and fuel choice as well as
industrial activity. Fossil fuel emissions in the absence
of the CAA are not proportional to industrial output,
since the level of energy use is a decision variable for
the firm in its production process. Therefore, in the
ICE model simulations used to estimate no-control

scenario boiler emissions, the level (and type) of en-
ergy use were determined first, and then the effects of
emission regulation were taken into account.

Overview of Approach

Industrial Boilers

ICE model inputs include fuel prices, total boiler
fossil fuel demand by industry type, and environmen-
tal control costs. The outputs of the ICE model were
S0O,, NO,, and TSP emissions by State, industry, and
boiler size class. The model runs in 5-year increments
and has a current base year of 1985.

The model required boiler demand input data at
the State level. Seven industry types were included in
the ICE model: Standard Industrial Classification (SIC
) codes 20, 22, 26, 28, 29, 33, and “other manufactur-
ing.” ANL’s approach assumed that industrial boiler
fuel use occurs only in the manufacturing sector. The
model also required fuel price data in each of the tar-
get years at the Federal Region level. Prices by grade
of coal and petroleum product, such as sulfur content
and heating value, were used by the model to deter-
mine the cost of compliance, and to determine emis-
sions when the regulations are not binding.

Control costs were computed by engineering sub-
routines in the model. These costs were used by the
ICE model’s fuel choice component to determine the
effect of CAA-related costs on the market share of a
particular fuel. This fuel choice decision only applies
to new industrial boilers, since the cost of existing
emission controls are not in the ICE data base and
fuel choice is not re-evaluated for existing boilers.

Industrial Processes and In-Process Fuel
Combustion

The calculation of historical emissions from in-
dustrial processes uses EPA Trends methods to esti-
mate national emissions for the analysis years, then
allocates these emissions to States using the State
shares from the MSCET data base.

MSCET uses a variety of methods to estimate his-
torical emissions for the various industrial sectors. For
industrial process emissions, MSCET is based on his-
torical data on industrial activity to allocate emissions
based on the State level distribution of the polluting
activities. The State level distribution and benchmark
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is based on the 1985 NAPAP Inventory (EPA, 1989).
This approach implies that the MSCET data corre-
sponds directly to the 1985 NAPAP Inventory, and
that, for any State, the sum of the emissions from
Source Classification Codes (SCCs ) that comprise
the MSCET industry sector are equal to the MSCET
data for that State and sector. Data from Trends are
used by MSCET to provide information on changes
in the aggregate level of control for years other than
the 1985 benchmark. Since no direct correspondence
existed between the Trends data and MSCET, a rela-
tionship was developed to link MSCET sectors to
Trends industry categories and to industry categories
in the J/W model, which was used to change activity
levels for the no-control scenario.

Table B-1 shows the relationship between the sec-
tor definition used by MSCET, Trends, and the J/'W
model. The mapping from MSCET to J/W and Trends
is used to provide the changes in aggregate activity
and emission control for the calculation of no-control
scenario emissions.

Establishment of Control Scenario Emissions

Energy use and corresponding emissions were
broken down between boilers and non-boiler indus-
trial processes. The latter category includes furnaces,
kilns, internal combustion engines (e.g., compressors),
and other non-steam types of process heat. The focus
of this analysis is on boiler emissions, which were
subject to increasingly stringent regulations over the
1970 to 1990 period. (Emissions from some types of
industrial processes were also regulated, but regula-
tion of non-boiler sources was targeted on the emis-
sions from the industrial process itself, not on its fuel
combustion) For this study, ANL assumed that only
boiler fuel use is affected by emission regulations. The
non-steam boiler portion of industrial fuel use is not
directly affected by the CAA. This portion of the
emissions may be affected indirectly by changes in
industry activity level and fuel consumption. The
emissions from non-boiler industrial processes were
calculated separately by ELI.

Control Scenario Boiler Emissions
Control scenario boiler SO,, NOX, and TSP emis-

~ sions were calculated by the ICE model. The MSCET
data base provided an estimate of historical emissions

for total fossil fuel combustion by industry. Since
MSCET does not identify the two required compo-
nents of boiler and non-boiler emissions, ANL de-
fined the residual of the ICE model control scenario
and MSCET as the non-boiler or in-process fuel use
emissions. For the relevant study period, MSCET pro-
vided a control scenario estimate of total boiler and
non-boiler emissions, which was used to calculate the
control scenario State-level boiler emissions based on
a special run of the ICE model.?

In order to use ICE to model the historical emis-
sions path, it was necessary to construct a new ICE
model base year file and new user input file so that
the model could begin its calculations from 1975 con-
ditions. Construction of the base year file was com-
pleted in two stages, using two different data sources,
as discussed below. The user input file has several
elements, including energy prices and historical boiler
fuel use; its construction is discussed in the next sec-
tion. The model base year file provided the energy
use in boilers and corresponding emission control
regulations (State Implementation Plans —SIPs— for
example) by several categories. These categories in-
clude:

+ State;

* Industry group (one of seven);

» Fuel type (natural gas, distillate or residual
fuel oil, and coal);

* Boiler size class (MMBTU/hr, one of eight
categories);

*  Utilization rate (one of five categories); and

* Air quality control region (AQCR ).

For the purposes of ANL’s analysis, only the first
three categories were assumed to vary. In other words,
for each State, industry, and fuel type combination,
the distribution of boiler size, utilization rate, and
AQCR was assumed to be constant. Over time, how-
ever, changes in the aggregate composition of State,
industry, and fuel type would cause corresponding
changes in the aggregate composition of the other three
characteristics. As mentioned previously, the current
base year file was 1985. The retrospective analysis
required a 1975 base year. Because of data limita-
tions, the approach to construct a new base year was
achieved in the following two steps: the construction
of a 1980 interim base year file from the 1985 file,
and then the construction of the 1975 file from the
interim 1980 file.

8 MSCET does not provide State-level estimates of TSP, while ICE does. To estimate total regional TSP from fuel combustion,
the Trends model was employed. These national emissions estimates were allocated to the States based on the State-level shares of

TSP from the NAPAP inventory.




Table B-1. Correspondence Between Process Emissions Categories Used by MSCET, Trends, and J/W Industrial Sectors and Identifier Codes.

9-d

MSCET Category MSCET Code  Trends Industry Category JIW Code J/W Industry Category
Food Proc. and Agric, Operations FOODAG Cattle Feed Lots (0211) 1 Agriculture/forestry/fisheries
Cotton Ginning (0724)
Feed and Grain Milling (204)
Grain Elevators (4421,5153) .
Mining Operations MINING Metallic Ore Mining (10) 2 Metal Mining
Coal Mining (1211) :
0Oil and Gas Extracuon OILGAS Crude Qil Production, Storage, and Transfer (1211 4463) : 3 Oil & Gas Extraction
e - Natural Gas Producuun @3ih)
Mmmg Opcratmns L MINING .. - Crushed Stone (142) -

.+ Nonfuel mining
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Estimates of boiler fossil fuel consumption in
1980 for each State and major fuel type were pro-
vided by Hogan (Hogan, 1988). These estimates are
based on the assumption that the industry mix, size,
utilization, and AQCR distribution within a State are
constant. Through assuming this relationship, the 1985
ICE base year was scaled to match the data for 1980,
thus forming the 1980 interim base year data.

To construct the 1975 base year file, the assump-
tion of a constant industry mix for a State and fuel
type was no longer necessary, since detailed data on
each industry for 1980 and 1975 were available from
PURchased Heat And Power (PURHAPS ) model data
files (Werbos, 1983). These PURHAPS data files were
derived from the Annual Survey of Manufactures:
Fuels and Electric Energy Purchased for Heat and
Power (DOC, 1991). The available data in these files
were for total fuel use not boiler fuel use. To make
use of these data, it was necessary to assume that the
fraction of fuel used in boilers, for any given State
and industry, remained constant from 1975 to 1980.
To the extent that the fraction of boilers’ heat versus
process heat applications is a function of the specific
industrial production process, this assumption is rea-
sonable.

Based on the assumption of constant boiler fuel
fraction of total fuel use, the ratio of 1975 to 1980
energy use for each State, industry, and fuel type was
applied to the corresponding record of the 1980 in-
terim base year file to produce 1975 base year files.

Control Scenario Industrial Process Emissions

To estimate boiler emissions of sulfur oxides
(SO)), NO,, and VOC from industrial processes, data
from Trends were used. The percentage change in
national emissions by Trends category was applied to
the appropriate sector from MSCET to obtain State-
level emissions. In some cases there are several cat-
egories in Trends that match directly with MSCET
categories (see Table B-1). In these cases, the Trends
sectors were aggregated and the percentage change
was computed. It was assumed that the level of con-
trol in each industry sector implied by Trends was
uniform across States. The changes in emissions in
each State are not equal to those at the national level,
since the industry composition in each State varies.

Development of Economic Driver
Data for the Control Scenario -
Industrial Boilers and Processes

The results of the J/W model were the primary
source of activity in the ICE model driver data. These
results were also used by ELI to produce the national
results for industrial processes from Trends. Both ICE
and Trends use the forecasted change in industrial
activity that results under the no-control scenario.
These data were in the form of industry specific
changes in energy consumption and industrial output,
for boilers and industrial processes.

Economic Driver Data for Industrial
Boiler Approach

Using the 1975 base year file as a starting point,
the ICE model estimated fuel choice and emissions
based on a user input file containing total boiler en-
ergy demand and regional energy prices. The 1975,
interim 1980, and original 1985 base year files con-
tained the required information on energy demand for
each industry group and State, so the data in these
three files were aggregated across fuel type, and other
baoiler characteristics (for example, size). These ag-
gregated data provided the energy demand for three
of the target years. Since 1990 State-level data on
energy use by industry group were not available at
the time of the study, the NAPAP base case forecast
for the ICE model for 1990 was used to provide the
demand data for this year.

The user input file for ICE also requires a price
input for each target year. These prices were input by
Federal Region for distillate oil, 4 grades of residual
oil (by sulfur content), natural gas, and 11 grades of
coal (by sulfur content and coal rank, i.e., bituminous
and sub-bituminous). Prices for 1985 and 1990 were
obtained from the NAPAP base case user input file.
The prices for 1975 and 1980 are from U.S. Depart-
ment of Energy (DOE) data on State-level industrial
energy prices (DOE, 1990). Regional prices of natu-
ral gas, distillate oil, steam coal, and residual oil were
constructed by aggregating expenditures across States
within each region and dividing by total British ther-
mal unit (BTU ) consumption for the years 1975, 1980,
and 1985. Since prices by sulfur content grade are not
reported by this DOE source, ANL assumed that the
sulfur premium implied by the 1985 ICE model input
file was proportional to the average price. Based on
this assumption, the ratio of the regional coal and re-
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sidual oil price in 1975 and 1980 to the 1985 price
was applied to the 1985 price in the ICE model base
case file for each grade of fuel. To provide additional
consistency between the NAPAP analysis and ANL’s
study, the distillate oil and natural gas prices were
benchmarked to the 1985 ICE model prices as well.

One possible inconsistency arises using this pro-
cedure. The residual oil and natural gas markets are
closely linked, particularly for industrial customers.
These markets, specifically the gas market, underwent
tremendous changes over the study period. To model
the effect of these structural changes on the sulfur pre-
miums in residual oil would require a detailed oil and
gas supply model that was beyond the scope of this
project. Moreover, the CAA regulations themselves
create the potential for sulfur premiums. This poten-
tial effect of the CAA was not captured, though, be-
cause of the assumption of proportional fuel sulfur
premiums on residual fuel oil. The relationship be-
tween market driven sulfur premiums in the coal mar-
ket and the CAA was given additional consideration
in this analysis through the use of an explicit coal sup-
ply model.

The J/W data for industrial energy consumptions
was supplied in the form of percentage change in cost
shares. In order to compute the percentage change in
the quantity of energy used, ANL used the following
identity:

In (%%) =1n (P +1n@
g s

X E o
In (%ZW) - (P + 1n (P, X 0
The percentage change in E is the percentage
change in cost share, minus the change in price, plus
the change in value of shipments. These calculations
were performed for each energy type and industry
sector in the J/W model. The ICE model requires to-
tal fuel use, so the fuel specific percentages were
weighted by historical fuel consumption to produce
an aggregate change in fuel consumption to apply to
the ICE model input data files.?

ICE also uses energy prices to simulate boiler fuel
choices. The control scenario forecasts of energy
prices in ICE were adjusted based on the percentage
changes in energy prices, by coal, oil and natural gas.

This implicitly assumes that the oil and coal fuel sul-
fur premiums, by region, are proportional to the aver-
age national price. To test this assumption for the coal
market, additional modeling of the coal prices was
performed using the coal market component of the
ARGUS model.

It is possible that in some regions low sulfur coal
prices to the industrial sector may be lower than the
national average. This was not found to be the case.
For example, in 1990, delivered regional industrial
coal prices change by less than two-thirds of one per-
cent. In most cases, the percentage change was near
zero. This result appears to occur because of the highly
regional nature of the coal market. While the artifi-
cial demand for low sulfur coal may fall, power plants
near low sulfur coal reserves now find it advantageous
to buy this local coal, which raises the price back to
an equilibrium level near to that of the control sce-
nario. This is even more likely to be true of industrial
delivered prices, since industrial prices are more af-
fected by transportation costs than are the utility prices.
No additional ICE modeling was performed.

Economic Driver Data for the Industrial
Process Approach

The J/W model was also used to account for ac-
tivity level changes in the calculation of industrial
process emissions under the no-control scenario. The
correspondence between Trends, MSCET, and the J/
W model was used to apply changes in industrial ac-
tivity in each target year to each industrial process.

No-control Scenario Emissions

Industrial Boiler Emissions of SO,, NO_, and TSP

The CAA imposed different regulations, SIPs, and
New Source Performance Standards (NSPS) that ap-
ply to industrial boilers of varying size. The primary
effect of CAA regulations on industrial boilers was
simulated by defining the Air Quality Control Region
(AQCR), the resulting SIPs, and subsequent NSPS for
boilers. The industrial boiler SIP regulations were in-
cluded in the ICE base year file discussed in the pre-
vious section. Since the ICE model estimates new
boiler emissions for each target year, the boiler NSPS
are input through the ICE user files. Industrial NSPS
were implemented in two phases. The 1971 regula-
tions are imposed for the study years 1975 and 1980.

9 ICE uses six of the manufacturing industries from the J/W model directly. The remaining industries’ percentage changes were

weighted to produce the “other” category.
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The 1984 NSPS revisions are imposed in the study
years 1985 and 1990. For the no-control scenario, ANL
set the SIPs and NSPS to a flag that indicated “no
regulation.”

£

Industrial Boiler Emissions of CO and VOC

Two of the criteria pollutants emitted by indus-
trial fuel combustors, CO and VOC, were not included
as outputs of the ICE model. Therefore, CO and VOC
emissions were analyzed separately using Trends
methods. Control scenario CO and VOC emissions
were taken directly from Trends.

To estimate CO and VOC emissions from indus-
trial combustion for the no-control scenario, fuel use
for industrial manufacturing was adjusted, reflecting
fuel consumption changes estimated by the J/W model.
These changes in the level of fuel consumption by
industrial combustion were also used in ANL’s ICE
boiler model. Changes in industrial combustion fuel
use by manufacturing between the control and
no-control scenarios are reported in Table B-2. These
estimates represent an average of several sectors,
which were developed by ANL as part of the model-
ing process for ICE.

No-control scenario emissions were computed
using 1970 emission factors. Since there were no add-

on controls for industrial combustion VOC and CO
emissions, it was not necessary to adjust the no-con-
trol scenario for changes in control efficiency.

Emission estimates were regionalized using State-
level emissions data from industrial boilers recorded
in MSCET. For the control scenario estimates, VOCs
were regionalized using the MSCET State-level shares
for industrial fuel combustion. In the no-control sce-
nario, the State-level shares were held constant. The
control scenario emissions of CO were regionalized
using the control scenario NO_emissions from the ICE
model. This approach assumes that CO emissions are
consistent with NO_ emissions. The no-control sce-
nario CO emission estimates from industrial combus-
tion sources were regionalized using no-control NO_
emission estimates from industrial combustion
sources.

Industrial Process Emissions

A wide range of controls were imposed on indus-
trial processes. These emission limits are embodied
in the assumptions of control efficiencies in the Trends
model. Data on national no-control scenario emissions
from industrial processes were provided by EPA.
These data were combined with MSCET to produce
regional-level results.

Lead Emissions

Estimates of lead emissions from industrial boil-
ers and industrial processes were completed by Abt
Associates. The methods used for calculating lead
emissions from industrial processes and industrial
boilers were similar. The starting point was the TRI,
which provides air toxics emissions data for manu-
facturing facilities with more than 10 employees. To
estimate lead emissions from industrial boilers and
processes, 1990 facility-level lead emissions data were
extracted from the TRI. These data were then adjusted
to create estimates of lead emissions from industrial
sources under the control and no-control scenarios for
each of the target years. For the control scenario, lead
emissions for 1975, 1980, and 1985 were obtained by
extracting an emission factor and a control efficiency
for each lead-emitting industrial process in the Trends
data base. These emission factors and control efficien-
cies were multiplied by the economic activity data
for each year for each process as reported in Trends
to yield estimated control scenario emissions by in-
dustrial process. Each industrial process was assigned
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a code to correspond with energy consumption data
by industrial process compiled in the National Energy
Accounts (NEA ) by the Bureau of Economic Analy-
sis, and emissions were summed over all processes to
obtain a total for each target year.

For consistency with the other emission estimates
in this analysis, industrial process no-control scenario
lead emissions were adjusted for changes in indus-
trial output, and for changes in emissions per unit of
output due to control technology applications. Changes
in industrial output were accounted for using results
from the J/W model. Lead-emitting industrial pro-
cesses in the Trends data base were assigned to a J/W
sector. For each sector, the percentage change in eco-
nomic output was used to adjust the economic activ-
ity data for that process from the Trends data base.
These adjusted economic output figures were used
with the 1970 emission factors and control efficien-
cies to derive the estimated no-control scenario lead
emissions for each industrial process in each target
year. The process-level emissions were then aggre-
gated to the NEA-code level as in the control sce-
nario.

The lead emission estimates from industrial pro-
cesses, by NEA code, were used to derive percentage
changes in emissions under the control and no-control
scenarios by NEA code for application to the TRI
emissions data. Since TRI data are reported by SIC
code, NEA codes were “mapped” to the appropriate
SIC codes, and then the percentage change for each
NEA code was used to represent the percentage change
for all SIC codes covered by that NEA code.

To calculate lead emissions from industrial boil-
ers, Abt Associates developed estimates of lead emis-
sions from industrial combustion under the CAA for
each of the target years. The Trends data base con-
tains national aggregate industrial fuel consumption
data by fuel type. For each fuel type, the fuel con-
sumption estimate was disaggregated by the share of
that fuel used by each NEA industrial category. The
Trends data base also contains emission factors for
industrial fuel use, by fuel type, as well as control
efficiencies. The lead emissions from industrial com-
bustion for each NEA category were derived by mul-
tiplying the fuel-specific combustion estimate for each
NEA category by the emission factor and control ef-
ficiency for that fuel type. The result was emissions
of lead by NEA code and by fuel type. Emissions from
all fuel types were then summed by NEA code. The

NEA data were used to disaggregate the industrial fuel:
consumption figures, based on the assumption that the
ICE are the same among all industries covered by a
given NEA code. '

To estimate no-control scenario lead emissions,
the macroeconomic effect of the CAA and the change
in emissions per unit of output that resulted from spe-
cific pollution control mandates of the CAA were both
taken into account. As in the control scenario, the na-
tional aggregate industrial fuel consumption estimate
by fuel type was disaggregated by the share of that
fuel used by each NEA industrial category. The fuel
use was then adjusted in two ways: some NEA codes
were specifically modeled by the ICE model, and for
the remaining NEA codes, J/W percentage changes
in fuel use were applied. These fuel use estimates were

. then combined with the 1970 emission factors and

control efficiencies for industrial combustion by fuel
type from the Trends data base to obtain no-control
scenario combustion-related lead emissions from in-
dustrial boilers by NEA code. These estimates of to-
tal lead emissions by NEA codes were matched to
SIC codes, and then to the data in the TRI data base.
This approach assumed that an average emission value
was assigned to all reporting TRI facilities in a given
SIC code.

Off-Highway Vehicles

The off-highway vehicle sector includes all trans-
portation sources that are not counted as highway ve-
hicles. Therefore, this sector includes marine vessels,
railroads, aircraft, and off-road internal combustion
engines and vehicles. As a whole, off-highway ve-
hicle emissions are a relatively small fraction of total
national anthropogenic emissions.

Overview of Approach

The process used by ELI to determine the national
level of emissions from the off- highway transporta-
tion sector is similar to the procedure outlined above
for industrial processes. To estimate the emissions of
criteria air pollutants from these sources under the
no-control scenario, the historical activity levels were
held constant, rather than attempting to calculate a
new no-control scenario level of off-highway vehicle
activity. This assumption was necessary since the off-
highway activity indicators (amount of fuel consumed,
and landing and take-off cycles for aircraft) do not
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have direct correspondence with a given J/W category.
The national no-control scenario emissions of criteria
air pollutants from these sources were simply derived
by recalculating emissions using 1970 emission fac-
tors.

Development of Control Scenario

To estimate control scenario emissions, the analy-
sis relied on Trends methods, using historical activity
indicators, emission factors, and control efficiencies.
Essentially, the estimates of off-highway emissions
under the control scenario represent the historical es-
timates from the Trends data base.

No-control Scenario Emissions Estimates

The calculation of off-highway emissions for the
no-control scenario required the Trends data to be
adjusted to reflect changes in controls and economic
activity in each of the target years. Linking source
activity changes with economic activity for this sec-
tion is not straightforward. The economic activity data
for off-highway engines and vehicles are expressed
either in terms of amount of fuel consumed, or in terms
of landing and take-off cycles for aircraft. Neither of
these off-highway activity indicators has a direct cor-
respondence with a given J/W sector, making the sort
of direct linkage between Trends categories and J/W
sectoral outputs that was used for industrial processes
inappropriate.

In the absence of a link between the economic
factors that are determinants of emissions from this
sector and the available economic activity forecasts,
the no-control scenario emissions of criteria air pol-
Iutants from off-highway mobile sources were esti-
mated based on the same historical activity levels used
for the control scenario. Although there were changes
in sectoral output and personal income that might have
had an effect on off-highway vehicle usage, these
changes were deemed to be small and not likely to
have a major effect on the emissions from this sector.

Emission factors for each of the off-highway
sources were-also held constant at 1970 levels to cal-
culate no-control scenario emissions for each target
year. The national emissions of criteria air pollutants
from these sources were then recalculated using 1970
emission factors.

National and State-Level Off-Highway
Emission Estimates

Table B-3 summarizes national-level emission
estimates for off-highway sources. The emission es-
timates derived from using the methodology discussed
above yielded results that seem counter-intuitive. The
emissions from off-highway sources, in particular the
emissions from aircraft, are lower in the no-control
scenario than those projected for the control scenario
for most pollutants. This is a result of calculating
emissions using 1970 emission factors, since the 1970
emission factors for aircraft are lower than the air-
craft emission factors in later years.

ELI identified several potential sources of uncer-
tainty in the emission estimates for this sector. First,
the assumption that the total level of off-highway ve-
hicle fuel consumption is constant between the two
scenarios may be flawed. Second, the use of 1970
emission factors in the no-control scenario may fail
to capture significant changes in technology. These
technological changes are implicitly captured in the
control scenario and it is possible that these techno-
logical changes may also have occurred under a
no-control scenario.

One possible response to the biases created by the
use of 1970 emission factors for all years in the
no-control scenario is to test how results might differ
if the emission factors used for the control scenario,
which would include technological change, were also
used for the no-control scenario. However, using this
treatment of emission factors, the emissions projec-
tions from the adopted methodology from non-high-
way sources in the no-control scenario would be iden-
tical to the emissions projections under the control
scenario. The reason for this is that the economic ac-
tivity levels were not adjusted for the calculation of
emissions under the no-control scenario.

In order to disaggregate the national data to a State
level, the methodology used the MSCET data base,
which is described earlier. Emissions of VOC, SO,
and NO_were regionalized using the State-level shares
from the MSCET methodology. The emissions of TSP
were regionalized by using the State-level shares for
SO, reported by MSCET, and the emissions of CO
were regionalized using the State-level shares for NO_,
also reported by MSCET. The potential bias that this
introduces is likely to be small, due to the relative
homogeneity of off-highway vehicle emission sources.
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 Table B-3. Dif
Emissions.

Control Scenario

TSP

Note: Emission est
scenarios divided by the.

As with regionalization of industrial process emis-
sions, the State-level shares are held constant between
the two scenarios. To the extent that the distribution
of economic activity between States was not constant
over the period of the analysis, holding State-level
emission shares constant may bias the results, although
the direction and magnitude of the potential bias is
unknown.

On-Highway

This section addresses the highway vehicle por-
tion of the transportation sector. Highway vehicle
emissions depend on fuel type, vehicle type, technol-
ogy, and extent of travel. Emissions from these ve-
hicles have been regulated through Federal emission
standards and enforced through in-use compliance
programs, such as State-run emission inspection pro-
grams. Vehicle activity levels are related to changes
in economic conditions, fuel prices, cost of regula-

tions, and population characteristics. Emissions are a
function of vehicle activity levels and emission rates
per unit activity.

TEEMS was employed by ANL to analyze the
transportation sector. The modeling system links sev-
eral models, disaggregate and aggregate, to produce
State-level estimates of criteria pollutants. The sys-
tem is subdivided into two modules: an activity/en-
ergy module and an emissions module. Each module
contains multiple models. TEEMS has been docu-
mented in several reports and papers (Mintz and Vyas,
1991; Vyas and Saricks, 1986; Saricks, 1985). It has
been used for several policy analyses and assessment
studies for DOE and NAPAP. This section presents
an overview of the approach used to conduct the analy-
sis of the transportation sector. Also included in this
section is a summary of the methodology used by Abt
Associates to estimate changes in lead emissions from
highway vehicles in each target year.
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Overview of Approach

TEEMS has two modules: an activity/energy
module and an emissions module. The activity/energy
module calculates emissions based on: (1) personal
travel; (2) goods movement; and (3) other transporta-
tion activity inputs.

Personal Travel

Personal travel activity and resulting fuel con-
sumption were calculated for each target year using
procedures that disaggregate households by demo-
graphic and economic attributes. Economic driver
data, developed from U.S. Government data and mac-
roeconomic model(s) of the domestic ‘economy,
formed the basis for household disaggregation. Mod-
eling procedures were employed by ANL to project
movement of households between various attribute
classes, and vehicle holdings were projected in terms
of the number and type of vehicles held by each house-
hold type. National totals were then developed by
aggregating the vehicle holding estimates for each
household type, accounting for the number of house-
holds of that type. Travel estimates, in terms of VMT,
were calculated using the same approach, and based
on the VMT of each household type. The basis for
household transportation activity projection has been
empirically established through analysis of the 1983-
84 Nationwide Personal Transportation Survey
(NPTS) (FHWA, 1986; Mintz and Vyas, 1991). VMT
are projected using this empirical relationship, and es-
timates of the elasticity of VMT to vehicle operating
cost are then made. Energy consumption was esti-
mated in each target year using VMT, shares of VMT
by vehicle type, and exogenously developed vehicle
characteristics.

The following three models and an accounting
procedure were employed to develop target year per-
sonal travel activity projections:

1. The first model projected the target year dis-
tribution of households by their attributes.
This model employed an iterative proportional
fitting (IPF ) technique and projected the num-
ber of households in each cell of the house-
hold matrix - each of which is defined by vari-
ous categories within six household attributes.

The second model projected changes in ve-
hicle ownership resulting from changes in
income and cost of vehicle operation. The

model applied estimated ownership changes
to each target year household matrix such that
the control values within each of the house-
hold attributes, excepting vehicle ownership,
remained unchanged.

3. The third model estimated the composition
of household vehicle fleet by type (cars and
trucks), size, technology, and fuel.

4. An accounting procedure applied VMT per

vehicle to vehicle ownership in each combi-
nation of household attributes. VMT and en-
ergy consumption were accumulated by ve-
hicle type, size, and fuel.

Each of these models is described separately in
the following subsections.

Iterative Proportional Fitting (IPF)

This IPF model modified a control scenario ma-
trix of household counts. A household matrix was
developed from the 1983 NPTS data and upgraded to
the year 1985 using published aggregate data. The
procedure used in constructing the 1985 household
matrix has been documented elsewhere (Appendix B
of Mintz and Vyas, 1991). The matrix is defined by
six attributes: (1) residential location (central city,
suburb, rural); (2) household income; (3) age of house-
holder; (4) household size; (5) number of drivers; and
(6) number of vehicles. The household matrix has
3,072 cells, some of which are illogical (such as 1
person, 2 drivers). Illogical cells were replaced with
ZEros.

Household shares within each attribute in each
target year were developed exogenously using data
from the Bureau of the Census and selected macro-
economic model runs. The projected total of house-
holds and shares of households in each category of an
attribute were supplied to the IPF model. The model
modified the control scenario household matrix to
match the specified shares and total number of house-
holds.

The IPF model treated household distribution
within each attribute as a set of vectors. These vectors
were scaled to match the specified shares and house-
hold total. Following the initial scaling, a gradual scal-
ing technique was used to move in the direction of the
target shares. The scaling process was repeated until
closure was achieved for all attribute classes. Since
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vehicle ownership levels were estimated by the ve-
hicle ownership model (described in the next section),
shares within the sixth household attribute (number
of vehicles held) were not specified, leaving it uncon-
trolled. This flexibility of an uncontrolled attribute
helped to facilitate the model operation. The number
of households in each class of vehicle ownership
within the output matrix represents distribution of
households using the control scenario (1985) relation-
ship of vehicle ownership to other household at-
tributes.

Vehicle Ownership Projection (VOP)

The VOP model projected the changes in vehicle
ownership resulting from changes in the number of
licensed drivers, disposable personal income, and an-
nual fuel cost of vehicle operation. The model is based
on historical household ownership rates. A target per-
driver ownership rate was computed using disposable
income and fuel cost. This target rate represented de-
sired ownership if income and fuel cost were the only
determinants. A parameter representing ownership
responsibilities such as acquisition effort, disposal
effort, parking requirements, and other indirect aspects
was applied to adjust this target. The new ownership
rate was used to estimate the number of household
vehicles.

The household matrix created by the IPF model
was revised to match the projected household vehicle
ownership. Household shares within the first five at-
tributes remain constant while those within the sixth
attribute (i.e., number of vehicles) were variable. A
deviation measure was defined and its value for each
class within the first five attributes was minimized. A
set of simultaneous equations was solved using
Lagrangian multipliers.

Projection of Vehicle Fleet Composition

The composition of household vehicles was pro-
jected for each household matrix cell using a vehicle
choice model called the Disaggregate Vehicle Stock
Allocation Model (DVSAM ). Vehicles are defined
by type (auto, light truck), size (small, mid-size, full-
size auto; small pickup, small utility/minivan, stan-
dard pickup, large utility/standard van; or any other
size classification), fuel (gasoline, diesel, methanol,
ethanol, or compressed natural gas), and technology
(stratified charge, direct injection, electric, fuel cell,
or Brayton).

The model computed vehicle composition based
on an individual vehicle’s utility to households and
household needs. A menu of vehicles classified by
the previously mentioned vehicle attributes was sup-
plied to the model. The menu specified characteris-
tics of each vehicle available to households. Vehicles
were characterized by price, operating cost, seating
capacity, curb weight, and horsepower. These vari-
ables formed the basis for computing “utility” (analo-
gous to consumer satisfaction). The household ma-
trix provided demographic and economic attributes
which, when combined with vehicle usage in miles,
define household needs. Vehicle usage (VMT) was
computed as a function of income, number of drivers,
and number of vehicles. A logit model was applied to
compute vehicle ownership shares. Several model.en-
hancements facilitated modeling of limited range ve-
hicles, and representation of supply constraints and/
or regulated market penetration.

Activity/Energy Computation

An accounting procedure was applied to compute
personal travel activity in terms of VMT by vehicle
type. Control scenario VMT per vehicle estimates for
each cell in the household matrix were developed from
the 1983 NPTS. These rates were adjusted within the
procedure on the basis of changes in average vehicle
operating cost per mile for each cell. The vehicle com-
position projection model computes ownership shares
and share-weighted change in vehicle operating cost.
Elasticity values were applied to this change.

ANL assumed that VMT per vehicle remained

| nearly unchanged for a household matrix cell over time

(with the exception of the effect of changes in vehicle
operating cost). In other words, variation of VMT
across household types is far greater than within house-
hold types. VMT per household vehicle remained
stable during the period from 1977 to 1984 (Klinger
and Kuzmyak, 1986). Some increases were observed
in recent years, which were attributed to lower fuel
prices and increased household income (DOC, 1991;
FHWA, 1992). (A portion of the increase could be
attributed to the method of computing average VMT
per vehicle.) The assumption that VMT per vehicle
for each cell remained nearly constant and was elas-
tic relative to vehicle operating cost is reasonable. As
households move from one cell of the matrix to an-
other, they “acquire” the VMT per vehicle rate of that
cell. Thus, this approach accounted for changes in
VMT per vehicle due to increased household afflu-
ence, increased rate of driver licensing, changes in
fuel price, and changes in vehicle technology.
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Goods Movement

Energy and activity demand resulting from move-
ment of 24 aggregate categories of commaodities is
estimated by this subcomponent of the TEEMS activ-
ity module. Changes in commodity demand/produc-
tion were provided by growth indexes by two-digit
SIC generated by a macro model. A model that
projects shifts in mode shares among truck, rail, ma-
rine, air, and pipeline modes was used, followed by a
procedure to compute ton miles of travel for each
mode, VMT by fuel type for trucks, and energy con-
sumption by operation type for non-highway modes.
The model used 1985 control scenario data, which
were compiled from railroad waybill sample and pub-
lications, waterborne commerce publications, trans-
portation statistics, and other sources. The procedure
used in developing the 1985 control scenario freight
data has been documented in an ANL report
(Appendix A of Mintz and Vyas, 1991).

This goods movement model was not used for this
retrospective analysis because of funding and time
constraints. A procedure to estimate truck VMT by
fuel type was employed in its place. Published his-
torical VMT values (FHWA, 1988; 1992) were used
along with VMT shares by fuel and truck type from
Truck Inventory and Use Surveys (TIUS) (DOC, 1981;
1984; 1990).

Other Transportation Activities

The activity/energy module also has other mod-
els for developing activity and energy use projections
for air, fleet automobiles, and bus modes. Fleet auto-
mobile activity estimates from an earlier study (Mintz
and Vyas, 1991) were used while other modes were
not analyzed. -

Lead Emissions

Estimates of lead emissions in the transportation
sector were developed by Abt Associates based on
changes in reductions of lead in gasoline. This esti-
mation required the estimates of lead in gasoline con-
sumed over the period from 1970 to 1990 and the
amount of lead content in gasoline that would have

been consumed in the absence of the CAA. These

values were calculated using the quantity of both
leaded and unleaded gasoline sold each year and the
lead concentration in leaded gasoline in each target
year. Data on annual gasoline sales were taken from a
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report by ANL that presented gasoline sales for each
State in each target year. For the control scenario, data
on the fraction of gasoline sales represented by leaded
gasoline were used. For the no-control scenario, all of
the gasoline sold was assumed to be leaded. Data on
the lead content of gasoline was obtained from ANL
for 1975 through 1990. For 1970 through 1975, the
analysis assumed that the 1974 lead content was used.

Estimation of No-control Scenario
Emissions

TEEMS emissions projections were carried out
by ANL in the following three steps:

1. Development of emission factors;
2. Allocation of highway activity to States; and
3. Development of highway pollutant estimates.

The following subsections describe the procedures
used for computing highway vehicle emissions.

Development of Emission Factors

EPA’s MOBILES5a Mobile Source Emission Fac-
tor model was used to provide all of the highway ve-
hicle emission factors used to estimate 1975 to 1990
emission rates (EPA, 1994b). Documentation of the
MOBILESa model is found in the User’s Guide for
the MOBILES model."

Although the actual emission factors used by ANL
are not documented in either the original ANL TEEMS
model report or in the Pechan summary report, the
Project Team provided direction that defined the emis-
sion factors to be used. For the control scenario, ANL
was directed to use the official EPA emission factors
prevailing at the time for each target year. For ex-
ample, the official EPA emission factor being used in
1980 for on-highway vehicle NO_was to be used to
estimate 1980 control scenario on-highway vehicle
NO, emissions. For the no-control scenario, the offi-
cial EPA emission factors used to estimate emissions
in 1970 were to be used throughout the 1970 to 1990
period.

Itis important to note that using the 1970 on-high-
way vehicle emission factors to estimate no-control
scenario emissions for the entire 1970 to 1990 period
may bias scenario emission differentials upward. This
is because it is possible that technological changes to
on-highway vehicles unrelated to CAA compliance

10 EPA/OAR/OMS, “User’s Guide to MOBILES,” EPA-AA-AQAB-94-01, May 1994; see also 58 FR 29409, May 20, 1993.
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strategies may have yielded incidental reductions in
emissions. However, EPA Office of Mobile Sources
(EPA/OMS) experts indicate that the two major tech-
nological changes in vehicles occurring during the
period of the analysis —electronic ignition and elec-
tronic fuel injection— would have yielded negligible
emission reductions in the absence of catalytic con-
verters.!!

Another potential bias is introduced by assuming
the CAA had no substantial effect on vehicle turn-
over. However, two factors render this potential bias
negligible. First and foremost, under the no-control
scenario retired vehicles would be replaced by new
but equally uncontrolled vehicles. Second, no-control
scenario vehicle use is greater in terms of VMT per
year. This means no-control scenario vehicles would
reach the end of their service lives earlier, offsetting
to some extent the alleged incentive to retire vehicles
later due to costs imposed by CAA control require-
ments.

Allocation of Highway Activity to States

TEEMS’ activity module generated national ac-
tivity and energy estimates. These activity totals were
allocated to States through a regionalization algorithm
that used time series data on historical highway activ-
ity shares by State. A trend extrapolation methodol-
ogy was used that stabilizes shifts after 5 years in the
future. For the retrospective analysis, historical high-
way activity shares for each target year were devel-
oped using data published by the Federal Highway
Administration (FHWA) (FHWA, 1988; 1992).

Development of Highway Pollutant Estimates

Highway emission estimates were calculated in
both scenarios for each target year using VMT esti-
mates generated by TEEMS and emission factors from
MOBILESa. Control scenario activity levels were
adjusted for the no-control scenario using economic
forecasts and historical data.

Control Scenario Emissions Calculation
Control scenario data for the transportation sec-

tor were compiled from several sources. Household
counts and shares of households by six attributes were

obtained from various editions of the Statistical Ab-
stracts of the United States. Household income infor-
mation was obtained from the control scenario run of
the J/W model. Fuel prices were obtained from the
Annual Energy Review (DOE, 1992) while vehicle fuel
economy and aggregate VMT per vehicle were ob-
tained from Highway Statistics (FHWA, 1988; 1992).
B-4 lists data sources for the control scenario run.

Table B-5 shows household shares prepared for
the IPF model. The total number of households in-
creased from 63.4 million in 1970 to 93.3 million in
1990. A gradual shift from rural to urban was observed
with movement to suburbs within urban areas. The
effect of economic downturns in 1975 and 1980 was
an increase in share for the lowest income category;
more households moved to the highest income group
from 1970 to 1990, while the lower middle income
group share expanded and the upper middle income
share declined. The rate of household formation was
high during the 1970’s, which resulted in increases in
smaller and younger households. The trend in younger
households reversed after 1980 as household forma-
tion slowed. Average household size dropped from
3.2 in 1970 to 2.67 in 1990. The number of licensed

~ drivers increased throughout the analysis period as

more and more young people were licensed to drive.

Data for the VOP model included disposable in-
come per capita, fuel price, overall personal vehicle
fuel economy, and annual usage in terms of VMT.
Table B-6 shows these data for each year in the analy-
sis period.

Data preparation for the model that projected
household vehicle composition was limited to char-
acterization of existing technology vehicles. Seven
vehicle size and type combinations were character-
ized for 1975 and 1980 while one vehicle, minivan/
small utility, was added for 1985 and 1990. Control
scenario vehicle characteristics are tabulated in Table
B-7. TEEMS’ activity and energy computation pro-
cedure was executed to produce personal vehicle travel
and energy consumption estimates.

Commercial truck travel was not modeled but,
historical data published by the FHWA (FHWA, 1987;
1991) were used. FHWA publishes truck travel by
three categories: 1) 2-axle, 4-tire trucks; 2) single unit

1 Telephone conversation between Jim DeMocker, EPA/OAR and EPA/OMS/Ann Arbor Laboratory staff (date unknown).
Nevertheless, the Project Team did consider reviewing emission factors for European automobiles to attempt to estimate no-control
scenario emission factors for 1975 through 1990 reflecting the use of electronic fuel injection and electronic ignition but no catalytic
converter. However, the Project Team concluded that differences in fuel/air mix ratios used in Europe would probably obscure any
differences in emission rates attributable to the use of electronic fuel injection and electronic ignition.
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trucks; and 3) combination trucks. All 2-axle, 4-tire
trucks were treated as light-duty trucks. VMT by per-
sonal light trucks were subtracted from the published
totals to arrive at commercial light truck VMT. Die-
sel truck VMT shares of total VMT were obtained
from TIUS (DOC, 1981; 1984; 1990). TIUS data were
also used to split VMT by single unit and combina-
tion trucks. All combination trucks were assumed to
be the heaviest, class 7 and class 8, while single unit
trucks could be of any size class 3 through 8. Gaso-
line and diesel VMT totals were developed for these
heavy-duty trucks and were kept constant for the con-
trol and no-control scenarios.
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Table B-5. Distribution o

Household (Million)-
Population (Million)

Attribute

Location

Central City
Suburbs
Rural

Income (1990 $)* .

<$13,000 .
$13,000 -$33,000
$33,000 - $52,500:
>$52,500 4

Age of Householder (YR

<35

35-44
45 - 64
>=65

Household Size ;
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Utility (11 -

Utdlity (7-8)
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No-control Scenario Emissions

The control scenario data were modified to re-
flect no-control scenario emissions using economic
changes predicted by the J/W model, EPA, and ANL.
The J/W model predicted a slight loss of employment
and drop in GNP in terms of nominal dollars. How-
ever, the lower rate of inflation coincided with a real
GNP rise. ANL’s information from the model did not
include any indexes for converting nominal income
to real income. ANL assumed real income changes to
be similar to those of real GNP and modified house-
hold shares by income classes accordingly. The model
also predicted a slight drop in refined petroleum price
beginning in 1973. The predicted drop was the larg-
est (5.35 percent) in 1973, reached the lowest level
(2.16 percent) in 1984, then increased to a second peak
(3.44 percent) in 1988, and dropped again from 1989
to 1990. Since these changes were inconsistent with
historical patterns of leaded and unleaded gasoline
price change, ANL developed an estimate of changes
in fuel price resulting from the cost of removal of lead
from gasoline and other infrastructure costs involved
with distributing a new grade of fuel. Subsequently,
EPA provided a set of fuel costs for use in the analy-
sis. Both ANL and EPA fuel prices followed a similar
pattern, although their magnitudes differed. The
no-control scenario was analyzed with EPA fuel
prices. ANL also established a relationship with cost
of regulation/emission control technology, and the

effect of costs on vehicle price and fuel economy di-
rectly from the EPA publication Cost of A Clean En-
vironment (EPA, 1990). These changes were used in
the analysis.

The IPF model was executed for target years 1975,
1980, 1985, and 1990 using a set of revised house-
hold shares by income class. Table B-8 shows the re-
vised shares. Comparing Table B-8 no-control sce-
nario shares with those in Table B-5 for the control
scenario, there seems to be a slight shift away from
travel by the lowest.income group and toward the
middle income groups.

The vehicle ownership projection model was ex-
ecuted for the above four target years using the data
listed in Table B-9. Changes in fleet characteristics
are summarized in Table B-10.
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Table B-9. Economi
Projection ~ No-co

Year

1970
1971
1972
1973
1974
1975
1976
1977
1978
1979
1980

1981
1982
1983
1984
1985
1986
1987
1988
1989
1990

Note: The effect ¢
and horsepower w
seating capacity werg
vehicle attributes.:
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Utilities

The electric utility industry retrospective analy-
sis was prepared using two different utility simula-
tion models. ICF utilized its CEUM to estimate con-
trol and no-control scenario emissions for SO,, TSP,
and NO_ in each of the target years. ANL’s ARGUS
model was used to estimate electric utility CO and
VOC emissions for the same period. This mix of mod-
eling approaches was used because, while CEUM was
determined to be a better tool for examining fuel shifts
that were affected by the CAA than ARGUS, the
CEUM model was not initially set-up to evaluate CO
or VOC emissions. Although CEUM can be (and even-
tually was) configured to provide emission estimates
for pollutants other than SOZ, NOX, and PM, ARGUS
was already configured to provide VOC and CO emis-
sions. However, it should also be noted that VOC and
CO emissions from utilities are quite low, as efficient
fuel combustion reduces both pollutants. Thus, for this
sector, the presence or absence of the CAA would not
produce any different VOC or CO control techniques.
VOC and CO emission rates for this sector differ pri-
marily based on the fuel and boiler type. Therefore, a
simpler modeling approach was judged to be accept-
able and appropriate for these two pollutants. This
chapter presents the methodology used to estimate
utility emissions under the control and no-control sce-
nario using the CEUM and ARGUS models. The
method used by Abt Associates to estimate lead emis-
sions from utilities is also presented.

Overview of Approach

The CEUM model uses industry capacity data and
specific unit-by-unit characteristics, operating costs
data, electricity demand estimates under the control
and no-control scenario, and historical fuel prices to
estimate SO,, TSP, and NO,_ emissions for 1980, 1985,
and 1990. Changes in electric utility emissions, costs,
and regional coal production were developed using
ICF’s CEUM with a calibration to historical electric-
ity generation, fuel use, and emissions. The ARGUS
model, which was used by ANL to estimate utility
VOC and CO emissions, is driven by operating costs,
industry capacity and generation data, demand for
coal, and unit-level operating characteristics. The J/
W model is used to incorporate predicted changes in
electricity demand under the no-control scenario. Fi-
nally, Abt Associates relied upon energy use data, the
Trends data base, and the Interim 1990 Inventory to

calculate utility lead emissions based on coal con-
sumption. The approaches used by each of these three
contractors are discussed individually in the follow-
ing sections.

Establishment of Control Scenario Emissions

A common feature of the approaches taken by ICE
and ANL was to identify conditions that are inputs to
the CEUM and ARGUS models, respectively, in the
control scenario. Later in the analysis, these variables
were revised to reflect no-control scenario conditions.
The next section discusses the specific assumptions
used in the CEUM analysis.

Key Assumptions in the Development of the
ICF Analysis

At EPA’s direction, ICF made several assump-
tions in conducting this analysis for purposes of con-
sistency with other ongoing EPA efforts assessing the
effects of the CAA. These include the macroeconomic
assumptions regarding the effects of the CAA on eco-
nomic growth, or more specifically, electricity de-
mand, developed from other EPA commissioned ef-
forts. Each is described briefly below.

Pollution Control Equipment Costs

Only limited actual data were available for this
analysis on the historical capital and operating costs
of pollution control equipment. Accordingly, for this
analysis, the actual capital and operating costs of
scrubbers were estimated using EPA scrubber cost
assumptions adjusted to reflect actual data from a sur-
vey of scrubbed power plants with scrubbers installed
during the 1970s and early 1980s. For those power
plants with actual survey data, actual capital costs were
used. For other pre-1985 scrubbers, ICF relied on the
average costs from the survey data. For particulate
contiol equipment (primarily electrostatic precipita-
tors, or ESPs), costs were estimated based on limited
actual data, and a 1980 Electric Power Research In-
stitute (EPRI ) study of ESP and baghouse costs. Based
on this information, ESPs were estimated to cost an
average of $50 per kilowatt (in 1991 dollars). The
development of more detailed data on actual power
plant pollution control costs was beyond the scope of
ICF’s analysis. ICF concluded that such an effort
would not significantly change the national or regional
cost estimates developed by its approach.
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Electricity Demand and Fuel Prices

Consistent with other EPA ongoing analyses, ICF
assumed that the CA A resulted in a reduction in elec-
tricity demand of 3.27 percent in 1980, 2.77 percent
in 1985, and 2.97 percent in 1990. Also consistent
with these studies, ICF assumed that natural gas prices
and oil prices would not be affected by the CAA. Coal
prices were estimated to change in line with increases
and decreases in demand for specific coal supplies
(and consistent with ICF’s detailed modeling of coal
supply and demand). The average prices of all residual
oils consumed were also estimated to change due toa
greater use of more expensive lower sulfur residual
oils under the CAA.

Coal, Nuclear, Hydro, and Oil/Gas Capacity

At EPA’s direction, ICF’s approach was based
on the assumption that no changes in the amount of
nuclear, coal, hydro, or oil/gas stream or combined
cycle capacity would be built or in place in 1980, 1985,
or 1990. Given that the driving factors associated with
the actual decisions to build new baseload capacity
were not based solely on economics but entailed fi-
nancial, regulatory, and political factors as well, the
actual effect of the CAA on these build decisions is
very uncertain. To the extent that more coal-fired
power plants would be built and fewer oil/gas-fired
power plants constructed, the actual emissions reduc-
tions associated with the CAA would be greater than
those estimated by ICF, while the estimated costs of
the CAA would be greater (because fewer, lower-cost,
coal-fired power plants would be on line under the
CAA). However, the CAA had virtually no effect on
the costs of constructing new coal-fired power plants
that came on line prior to about 1975 and a relatively
moderate cost effect on coal-fired power plants that
came on line through the early 1980s (since these
power plants were not required to install scrubbers).
Since a large majority of coal-fired power plant ca-
pacity came on line prior to 1975, ICF concluded that
the effect of the CAA on the amount of total coal-
fired capacity was not expected to be very large.

Natural Gas Consumption

The analysis assumed that the amount of natural
gas consumed under the no-control scenario could not
exceed the actual amount of consumption in 1980,
1985, and 1990. In part, because of natural gas price
regulation and the oil price shocks of the 1970s, natu-
ral gas was often unavailable to electric utilities in the

early 1980s. Since the CAA is relatively unrelated to
the questions of supply availability and price regula-
tion of natural gas, ICF assumed that no additional
gas supplies would be available if the CAA had never
been adopted. It is possible, however, that in the ab-
sence of the CAA, industrial and commercial users of
natural gas would have used more 0il or coal. To the
extent that this would have occurred, there would have
been more natural gas supplies available to the elec-
tric utility sector. This increase in supply would have
resulted in an increase in the estimated costs of the
CAA, and a corresponding decrease in the estimated
emission reductions. ICF concluded, however, that this
effect would not be very significant.

State and Local Environmental Regulations

AtEPA’s direction, ICF assumed that there would
be no State and local emission limits or other emis-
sion control requirements under the no-control sce-
nario. Accordingly, ICF assumed that there would be
no SO,, NO_, or TSP emission limits under the
no-control scenario and that all scrubbers, NO,_ con-
trols, and ESPs/baghouses (at coal-fired power plants)
were installed as a result of the CAA. (The more lim-
ited amount of particulate control equipment installed
at oil-fired plants was assumed to have been installed
prior to the passage of the CAA.) In the case of par-
ticulate control equipment, some ESPs and other
equipment were installed at coal plants prior to the
1970 CAA. To the extent that this is the case, the es-
timates of the costs of meeting the CAA have been
overstated. ICF concluded, however, that the amount
of such capacity was not substantial.

Retirement Age

The analysis assumed that unit retirement age was
constant between the control and no-controls sce-
narios. Adoption of this assumption might bias the
emission reduction estimates upward to the extent
turnover rates of older (and presumably higher-emit-
ting) units may be slower under the control scenarios,
because more significant CAA control requirements
focused on new units. However the vast majority of
existing coal and oil capacity was built after 1950 and
it is generally acknowledged that a relatively short
technical plant lifetime would be about 40 years. As
such, even if the no-control scenarios resulted in no
life-extension activity, there would be virtually no
effect over the 1970 to 1990 timeframe of the analy-
sis.
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ICF 1975 Control Scenario Emissions

The 1975 emissions under both scenarios were
calculated differently than emissions in 1980, 1985,
and 1990. In calculating or estimating 1975 SO, emis-
sions for the control scenario (i.e., “actual” 1975), the
weighted average emission rates at the State level, in
the year 1975 were estimated, based on plant level
average sulfur content of fuel deliveries from Federal
Energy Regulatory Commission (FERC ) Form 423
and assumed AP-42 sulfur retention in ash. These
weighted average emission rates were then applied to
actual State-level electric utility fuel consumption in
the year 1975 (DOE, 1991). In the case of NO, emis-
sions, first, an estimate of Statewide NO_ emissions
in the year 1975 was derived based on the use of the
same NO_emission rates, by fuel type, as developed
for the 1980 no-control scenario modeling runs. These
emission rates were specific to the fuel type (coal, oil,
or natural gas). These Statewide NO_emission rates
or factors were then applied to actual fuel consumed
by electric utilities in the year 1975, in order to obtain
estimated “actual” 1975 emissions. As before, the fuel
consumption at a State level was derived from the State
Energy Data Report (DOE, 1991). ICF calculated the
weighted average heat content (BTU/Ib) by State from
the 1975 FERC Form 423 data and used these figures
with the TSP emission factors (Ibs/ton) to derive emis-
sion rates by State (IbssMMBTU). These emission
rates were then applied to 1975 fuel consumption es-
timates obtained from the State Energy Data Report.
For the control scenario 1975 estimates, ICF used the
1975 factors.

For the remaining target years, ICF used the re-
sults of CEUM runs that provided fuel consumption
figures in 1980, 1985, and 1990, respectively. Emis-
sions were then calculated using the appropriate emis-
sion factors for each year.

ARGUS Modeling Assumptions

The portion of the electric utility sector analysis
conducted by ANL with the ARGUS model is de-
scribed in this subsection. ARGUS contains four ma-
jor components: BUILD, DISPATCH, the Emissions
and Cost Model, and the Coal Supply and Transpor-
tation Model (CSTM). An overview of ARGUS can
be found in Veselkaet al (1990). Only the DISPATCH
and CSTM modules were used for the present analy-
sis. A brief description of the ARGUS components
used in this analysis is found in the following subsec-
tions.

DISPATCH Module

The DISPATCH module contains a probabilistic
production-cost model called the Investigation of
Costs and Reliability in Utility Systems (ICARUS ).
This module calculates reliability and cost informa-
tion for a utility system. ICARUS represents detailed,
unit-by-unit operating characteristics such as fuel cost,
forced outage rate, scheduled maintenance, heat rate,
and fixed and variable operating and maintenance
(O&M ) costs. These components are used to effi-
ciently compute system reliability (such as loss-of-
load probability and unserved energy) and production
costs.

The input data required by ICARUS include
monthly load duration curves, annual peak demands,
and, for both new and existing units, unit sizes, capi-
tal costs, fixed and variable O&M costs, fuel types
and costs, heat rates, scheduled maintenance, and
equivalent forced outage rates. The output from
ICARUS includes annual summaries of capacity, gen-
eration, cost, and reliability for the entire generating
system.

CSTM Module

The CSTM module determines the least-cost com-
bination, on a per BTU basis, of coal supply sources
and transportation routes for each demand source.
First, it estimates coal market prices based on regional
demands for coal from all economic sectors. To gen-
erate market prices, CSTM estimates regional coal
production patterns and coal transportation routes. The
CSTM input data are grouped into three major cat-
egories: demand, supply, and transportation. CSTM
uses supply curves from the Resource Allocation and
Mine Costing (RAMC ) Model (DOE, 1982). Every
region has a separate curve for one or more of the 60
different coal types that may be produced in that re-
gion. CSTM modifies the original RAMC supply
curve by dividing the single RAMC curve into two
curves, one representing deep mines and the other rep-
resenting surface mines, but still uses the same ranges
for heating values and mine prices that define the sup-
ply curves in RAMC. Prices fluctuate as a result of
different mining methods, size of mining operations,
reserve characteristics, and depletion effects.

The transportation data defines the network that
connects 32 coal supply origins with 48 demand cen-
ters. Transportation cost is affected by distance, ter-
rain, congestion, variable fuel costs, cost escalators
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for fuels and facility upgrades, and competition.
CSTM first computes the production cost for each coal
supply region and coal type. It then matches supply
sources with transportation routes to find the lowest
delivered costs.

Coal demand for a particular region is based on
the amount, geographic region, economic sector, and
range of coal types. There are 44 domestic demand
regions, CSTM allows demand to be met by one, or a
combination of, different supply regions.

The ARGUS input data for existing units are based
on the Argonne Power Plant Inventory (APPI ). APPI
is a data base of operating and planned generating units
in the United States that was current through 1988 at
the time of ANL’s analysis. This data base is updated
annually based on information in the regional North
American Electric Reliability Council (NERC ) re-
ports, reports from the Energy Information Adminis-

tration (EIA), and other sources. Unit operating char--

acteristics (fixed O&M, variable O&M, heat rate,
forced outage rate, and scheduled maintenance) are
based on regional data as defined in the EPRI report
on regional systems and other historic data (EPRI,
1981).

ANL used the 1988 inventory to generate a 1990
inventory. The 1990 inventory was then used to gen-
erate a separate unit inventory for the target years
1975, 1980 and 1985. The target year inventories were
generated by removing units whose on-line year was
greater than the target year, from their respective in-
ventory. The regional capacity totals in these prelimi-
nary inventories were tabulated by major fuel category
(nuclear, coal, oil and gas steam) and compared to the
regional historic NERC totals. This review identified
capacity differences, especially in 1975 and 1980 in-
ventories. The original plan was to add phantom units
to match the regional historic totals. However, based
on the need for State-level emissions, it was decided
that a more thorough review of the unit inventories
was required.

ANL’s detailed review included an examination
of the nuclear and coal units greater than 100 mega-
watt equivalent (MWe) in each target year. Missing
units, with the appropriate unit size and State code,
were added so that the regional totals were compa-
rable. The availability of coal units was based on the
on-line year of the unit as reported in the EIA report
Inventory of Power Plants in the United States (DOE,
1986). The coal units were also checked against the

EIA Cost and Quality Report (EIA, 1985) to verify
the existence of flue gas desulfurization (FGD ) sys-
tems in each of the target years. The nuclear unit in-
ventories were verified with the EIA report An Analy-
sis of Nuclear Power Plant Operating Costs (DOE,
1988). The review also included oil and gas steam
units greater than 100 MWe. The total capacity of the
oil and gas steam units were compared because many
units switched primary fuel from oil to gas during the
relevant time period. The oil and gas units were com-
pared to historic inventories based on information pro-
vided by Applied Economic Research. In addition to
thermal generation, the hydro and exchange energy
was reviewed. For each target year, the hydro genera-
tion and firm purchase and sale capacity data was ad-
justed to reflect the historic levels. These two compo-
nents, hydro and firm purchase and sales, are ac-
counted for first in the loading order. If these vari-
ables are overestimated, there will be less generation
from coal units. Likewise, if they are underestimated,
there will be too much coal generation. The hydro and
firm purchases and sales can vary significantly from
year to year because of weather conditions and other
variables. Therefore, it was important that they be
accurately represented. :

No-control Scenario Emissions

In order to calculate utility emissions under the
no-control scenario, inputs to both the CEUM and
ARGUS models were adjusted to reflect no-control
scenario conditions. The changes made to each
model’s base year input files are discussed separately
in the following sections.

ICF Estimates of SOZ, TSP, and N(}x Emissions
in the No-control Scenario

As described earlier, ICF utilized a different meth-
odology to calculate 1975 emission estimates. Rather
than relying on the use of detailed modeling runs, ICF
based the 1975 emission estimation on historic fuel
consumption and sulfur content data in 1975. This
subsection first outlines the process used to calculate
no-control scenario emissions in 1975 and then pre-
sents the methods used for the remaining target years.

1975 Utility SO, NO , and TSP Emissions

To develop State-level no-control scenario utility
SO, emissions, ICF developed no-control scenario 802
emission rates. A reasonable surrogate for these emis-
sion rates is SO, rates just prior to the implementa-
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tion of the SIPs under the CAA. ICF developed 1972
rates (based on the earliest year available for FERC
Form 423) and compared these with 1975 rates. In
each State, the greater of 1972 or 1975 rates was used
in the calculation of SO, emissions in the absence of
the CAA. To develop State-level no-control scenario
SO, emissions, no-control scenario fuel consumption
data were needed. ICF assumed that the demand for
electricity in 1975 would be 2.73 percent higher than
the actual energy sales in 1975. This assumption is
identical to the no-control scenario electricity demand
projections derived from the J/W projections. For the
purpose of this analysis, it was further assumed that
this increment in demand would have been met in 1975
from the oil and coal-fired plants in each State. The
increase in consumption of these fuels was assumed
to be in the same proportion as their share in the 1975
total energy mix for electricity generation in that State.
It was assumed that the generation of nuclear, gas-
fired, and other electricity generation would not
change. A sensitivity case without an assumed elec-
tricity demand change was also calculated. (The sen-
sitivity analysis results are presented later in this ap-
pendix.)

For NO_emissions under the no-control scenario,
it was also assumed that the 1975 electricity sales
would have been 2.73 percent higher than was the case
in 1975. No-control scenario TSP emissions in 1975
were based on national emission rate numbers from
EPA that were converted to pounds per million BTU
using the average energy content of fuels in each State.
No-control scenario TSP emissions were calculated
based on 1970 emission factors (Braine, Kohli, and
Kim, 1993).

1980, 1985, and 1990 Utility Emissions

For 1980, 1985, and 1990, ICF calculated
no-control scenario emissions based on fuel consump-
tion figures from the CEUM runs, and 1970 emission
factors from EPA.

Electric utility SO, emission estimates are ap-
proximately 10 million tons (or about 38 percent)
lower by 1990 under the control scenario than under
the no-control scenario. Most of this estimated differ-
ence results from the imposition of emission limits at
existing power plants through the SIPs under the 1970
CAA. Most of these SIPs were effective by 1980 (with
some not fully effective until 1985). Most of the ad-
ditional reductions that occurred during the 1980s were

the result of the electric utility NSPS, which required
the installation of 70 to 90 percent SO, removal con-
trol equipment.

By contrast, electric utility NO_ emission esti-
mates under the control scenario are only about 1.2
million tons, or 14 percent, lower than under the
no-control scenario by 1990. This occurs because,
under the implementation of the 1970 CAA, only a
few existing power plants were subject to NO, emis-
sion limits. Virtually all of the estimated reductions
are the result of NO_NSPS, which generally required
moderate reductions at power plants relative to un-
controlled levels. In addition, electricity demand is
estimated to be about 3 percent lower under the con-
trol scenario. This decrease reduces the utilization of
existing power plants and also contributes to lower
NO, emissions (and other pollutants as well).

Electric utility annualized costs (levelized capi-
tal, fuel, and O&M) are estimated to be $0.2 billion
lower in 1980, $1.5 billion higher in 1985, and $1.9
billion higher in 1990 under the control scenario. Note,
however, that this reflects the effects of two offset-
ting factors: (1) the higher utility compliance costs
associated with using lower sulfur fuels, and the in-
creased O&M and capital costs associated with scrub-
bers and particulate control equipment; and (2) lower
utility generating costs (fuel, operating and capital
costs) associated with lower electricity demand re-
quirements. In 1980, the increase in fuel costs due to
higher generation requirements (under the no-control
scenario), was larger than the decrease in capital and
O&M costs and thus yielded a cost increase over the
control case.

However, lower electricity demand for the utility
sector would translate into higher costs in other sec-
tors (as electricity substitutes are used). This effect
was captured to some extent by the original J/W mac-
roeconomic modeling conducted for the present analy-
sis.

Average levelized U.S. electricity rate estimates
are approximately 3 percent higher under the control
scenario during the 1980s. Note that year by year, elec-
tric utility revenue requirements and capital expendi-
tures (not estimated by ICF) would be estimated to
have increased by a greater percentage particularly in
the 1970s and early 1980s as incremental capital ex-
penditures for scrubbers and ESPs were brought into
the rate base.
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Significant shifts in regional coal production are
estimated to have occurred between the control and
no-control scenarios. High sulfur coal producing re-
gions such as Northern Appalachia and the Midwest/
Central West are estimated to have lower production
under the control scenario, while lower sulfur coal
producing regions such as Central and Southern Ap-
palachia are estimated to have higher coal produc-
tion.'?

ARGUS No-control Scenario

Regional fuel prices, for the thermal units, were
based on historic information from the EIA Form 423
data for the year 1977, 1980 and 1985. The 1977 data
was used for 1975. Fixed and variable O&M costs
were adjusted from the 1988 level, and all cost data
were converted to 1985 dollars.

The load data were based on regional historic
NERC data for each of the target years. The shapes of
the monthly load duration curves are the result of
modifications based on the data in the EPRI report on
regional systems (EPRI, 1981). The shapes were modi-
fied to match the projected 1988 monthly load factors
for the NERC regions. These load shapes were held
constant for all years.

The actual peak-loads were selected from historic
information and used with the existing load duration
curves. The system was dispatched so that the calcu-
lated generation could be compared with historic data.
Discrepancies were resolved by adjusting the peak
load so that the annual generation was on target. This
procedure was repeated for each of the target years.

The electric utilities were expected to have an in-
crease in generation as identified by the J/W data.
Table B-11 identifies the increase in national level
generation by year. The national level increase in gen-
eration was applied to each power pool.

In addition to load changes, coal units with FGD
equipment were modified. These units had their FGD
equipment removed along with a 3 percent decrease
in heat rate, a 2 percentage point decrease in forced
outage rate, and a 50 percent decrease in their fixed
and variable O&M costs. These changes were incor-

porated into the ARGUS model for each of the target
years. Model runs were then conducted to arrive at
estimates of VOC and CO emissions in the no-control
scenario.

Estimation of Lead Emissions from
Utilities

In order to estimate lead emissions from electric
utilities in each of the target years, data from three
different sources were used. Energy use data for the
control and no-control scenarios were obtained from
the national coal use estimates prepared for the sec-
tion 812 analysis by ICF (Braine and Kim, 1993). The
Trends data base provided emission factors and con-
trol efficiencies, and the Interim 1990 Inventory iden-
tified utility characteristics. The ICF data bases pro-
vided the amount of coal consumed for both the con-
trol and no-control scenarios in each of the target years.
A correspondence between the Interim Inventory and
the ICF data base was achieved through the plant name
variable. Using emission factors for lead and control
efficiencies for electric utilities, estimates of lead
emissions per plant per year were calculated. These
factors were obtained from the Trends data base. It
was assumed that pollution control on coal-burning
power plants under the no-control scenario would be
the same as the pollution control level in 1970. There-
fore, the control efficiency from 1970 is used as the
basis for the no-control case.

'z At EPA’s direction, ICF’s analysis did not estimate the effect of shifts in non-utility coal consumption on regional coal
production, nor did it consider the possibility that fewer new coal powerplants might have been built due to the CAA as discussed
earlier. Both of these factors could result in a greater estimated change in total U.S. coal production than estimated herein although the

difference is not likely to be very significant.




The Benefits and Costs of the Clean Air Act, 1970 to 1990

CEUM Sensitivitj/ Case

In addition to comparing actual (control scenario)
. historical costs and emissions with the higher elec-
tricity demand under the no-control scenario, ICF also
evaluated emissions in a sensitivity case without the
CAA (i.e., under the no-control scenario) with the
same electricity demand (versus the no-control sce-
nario with higher demand). The purpose of this sensi-
tivity analysis was to isolate the incremental electric
utility compliance costs and reductions in emissions
associated with the CAA from the lower resulting
generation costs and emissions due to lower estimated
electricity demand under the CAA. The incremental
effects of the CAA when compared with this case in-
dicate:

» Estimated reductions in emissions due to the
CAA are somewhat lower if measured against
the sensitivity case without the CAA with the
same electricity demand than the emissions
without the CAA with lower demand. This
occurs because lower electricity demand un-
der the no-control scenario sensitivity results
in lower utilization of existing coal and oil
plants which, in turn, results in lower emis-
sions. As noted above, in some sense, the
changes in emissions represent the effects of
electric utility compliance actions under the
CAA, absent the effect of lower resultant de-
mand for electricity.

* When measured against the sensitivity case
without the CAA (with the same electricity
demand), electric utility annualized costs are
estimated to have increased by about $5 to $6
billion during the 1980 to 1990 period. This
reflects the following cost factors: (1) higher
annualized capital costs associated primarily
with scrubbers and ESPs installed by electric
utilities to comply with the CAA; (2) higher
O&M costs associated with the additional air
pollution control equipment; and (3) higher
fuel costs associated with using lower sulfur
coal and oil in order to meet the emission limit
requirements of the CAA.

Commercial/Residential

The Commercial and Residential Simulation Sys-
tem (CRESS) model was developed by ANL as part
of the Emissions and Control Costs Integrated Model

Set and used in the NAPAP assessment (Methods for
Modeling Future Emissions and Control Costs, State
of Science and Technology, Report 26) (McDonald
and South, 1984). CRESS is designed to project emis-
sions for five pollutants: SO , NO , VOC, TSP, and
CO. The CRESS output is aggregated into residential
and commercial subsectors related to both economic
activity and fuel use. The introductory material pro-
vided in this appendix about CRESS describes the base
year as being 1985. It appears in this way because
CRESS was originally developed to operate using the
1985 NAPAP Emission Inventory as its base year data
set. For the five pollutants reported by CRESS, emis-
sion estimates are provided for the following sectors:

¢ Commercial/institutional

 coal, including point and area categories of
anthracite and bituminous boilers;

» liquid fuel, including boiler and space heat-
ing uses of residual, distillate, LPG, and
other fuels;

 natural gas boilers, space heaters, and in-
ternal combustion engines;

» wood used in boilers and space heaters; and

» other mixed or unclassified fuel use.

¢ Residential

* coal, including area sources of anthracite
and bituminous;

* liquid fuel, composed of distillate and re-
sidual oil;

* natural gas; and

¢ wood.

4 Miscellaneous
= waste disposal, incineration, and open burn-
ing; and
* other, including forest fires, managed and
agricultural burning, structural fires, cut-

back asphalt paving, and internal combus-
tion engine testing.

In addition, VOC emissions are projected for these
source categories:

¢ Service stations and gasoline marketing;

¢ Dry-cleaning point and area sources; and
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¢ Other solvents, including architectural surface
coating, auto-body refinishing, and consumer/
commercial solvent use.

This section describes the use of CRESS to esti-
mate control and no-control scenario emissions from
the commercial/residential sector.

Control Scenario Emissions

For the NAPAP assessment, 1985 CRESS output
corresponded to the 1985 NAPAP Inventory (EPA,
1989), which served as the benchmark for any pro-
jections. The design of CRESS is such that emissions
by NAPAP SCC are input for each State, then pro-
jected to future years by scaling them to economic
data such as energy demand. In estimating emissions,

differences in emission controls associated with new,

replacement, and existing equipment are taken into
account where such differences are considered sig-
nificant. The basic modeling approach is shown in
the following equation:

or NO, emissions from the sources covered by CRESS,
projected emissions for most sectors are proportional
to the expected activity levels. Thus,

where:
Q = emissions in year t or the base year, year 0

E = emission factor for the source category b
in the base year, or for a subcategory j sub-
ject to controls in year t (this takes into
account changes in emission rates that may
occur as a result of emission regulations or
technology changes) -

D = driver data indicating activity levels in the
base and future years '

f= fraction of total activity in year t differen-

tially affected by emission controls

The calculations are carried out in two subroutines,
one for SO,, NO,, TSP and CO, and one for VOC.

Typically SO,, NO,, TSP, and CO emissions are
projected by multiplying the 1985 NAPAP SCC data
or base year data by the ratio of the driver data (activ-
ity level) value in the projection year to its value in
the base year. Because there are few controls on SO_

There are a few source types, such as commer-
cial/institutional boilers, for which emission controls
are mandated. These are modeled by multiplying the
1985 emission data by the ratio of the controlled emis-
sion factor to the base-year emission factor. Emission
factors for each source type are weighted by the pro-
portion of base year activity in each subsector to which
controls are expected to apply.

where:

g = the fraction of base-year activity accounted
for by existing source b, replacement
source r, Or new source n in year t

The effective emission factor (Et,n) for the sector
is calculated by weighing the portions of sectoral
emissions subject to NSPS controls and those likely
to continue at existing levels. An appropriate Internal
Revenue Service-based rate at which new equipment
replaces existing sources is applied to each sector in
the model. This is done to estimate how emissions
might change as older sources are retired and replaced
by new sources that emit at lower rates.

The SO /NO /TSP/CO subroutine varies in new
and replacement emission-source fractions subject to
NSPS controls. These fractions are applied to the
emission-source replacement rates. In addition, ratios
for new source emission factors are varied by State.
However, emission ratios for any pollutant/source type
combination do not vary over the projection period.

The VOC estimation methodology is similar, but
allows variation in emission factors over time. Emis-
sion ratios are calculated from files of replacement
and existing source emission factors weighted by the
replacement rate for each sector and new source fac-
tors by State. These are input for each 5-year projec-
tion interval. For most source categories, VOC con-
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trols are not envisioned, and the 1985 NAPAP emis-
sions for the category are simply scaled proportion-
ally to changes in the driver (activity level) data.

For sources to which controls apply, a variation
on the following equation is employed:

In equation 6, the emission factors for new and
existing sources are effectively weighted by the pro-
portion of total activity in year t to which controls

apply.

In using CRESS for the CAA retrospective analy-
sis, the base year was 1975. CRESS requires emis-
sions information by State and NAPAP source cat-
egory as input. Since detailed information on emis-
sion levels for 1975 by NAPAP source category were
not available, the data were developed from a combi-
nation of sources. The procedure for calculating 1975
emissions based on the 1985 NAPAP inventory is
described below. The emissions module uses these
initial values in conjunction with activity estimates to
project control and no-control scenario emissions.

Emissions Data

Since the starting point for the analysis was 1975,
emissions data by State and SCC for SO,, NO , VOC,
TSP, and CO were required. Available emissions in-
formation for this year was not at the level of detail
needed by CRESS. The 1985 NAPAP Inventory,
which contains the necessary level of detail, in con-
junction with information from EPA’s National Air
Pollutant Emission Estimates, 1940-1990 (Trends) and
ANL’s MSCET, was used to construct an emissions
inventory for 1975. The model then uses these emis-
sions as a benchmark for the analysis.

The method for constructing the 1975 emissions
data base was consistent for all pollutants; however,
two different sources of emissions data were neces-
sary in order to obtain time series information on all
pollutants. MSCET contains monthly State-level emis-
sion estimates from 1975 to 1985 by emission source
group for SO,, NO,, and VOC. Therefore, MSCET
information was used for SO,, NO , and VOC, while
Trends data were used for TSP and CO. Emission
source groups from MSCET were matched with 1985
NAPAP Inventory SCCs. The MSCET methodology

is benchmarked to the 1985 NAPAP Inventory and
uses time series information from Trends in conjunc-
tion with activity information to estimate State-level
emissions for SO,, NO , and VOC. Although the level
of detail contained in the NAPAP Inventory could not
be preserved because of the aggregation needed to
match with MSCET emissions sources, MSCET pro-
vided the State-level spatial detail required by CRESS.

Once the 1985 emissions by SCC and State from
the 1985 NAPAP Inventory were matched with emis-
sion source groups and States from the MSCET data
base, an estimate of 1975 emissions was computed
by multiplying the 1985 NAPAP Inventory emissions
value by the ratio of 1975 MSCET emissions to 1985
MSCET emissions. Ratios were computed and applied
for each combination of State, pollutant, and MSCET
emission source group.

This method of constructing an emissions inven-
tory for 1975 utilizes the State estimates from MSCET,
thus capturing the spatial shifts that occurred over the
analysis period. It is assumed that NAPAP provides
the most reliable point and area source information in
terms of the level of 1985 emissions (which is also
the assumption of the MSCET methodology). Note
that if there were a 1-to-1 correspondence between
MSCET and NAPAP, this method would be equiva-
lent to using the MSCET methodology directly for
constructing 1975 emission levels.

A similar method was used for TSP and CO, but
since these pollutants are not included in MSCET, the
Trends ratio of 1975 to 1985 emissions for these two
pollutants was used. Thus, for TSP and CO, all States
were assumed to have experienced the same change
in emissions as indicated by the national figures.

It should be noted that in addition to the loss in
spatial detail, the Trends source groups generally
spanned several NAPAP source categories. The
strength in the Trends information is the consistency
of emissions estimates over time. It is considered to
be the most reliable data for tracking changes in emis-
sions over the time period of the analysis, and was
therefore chosen for developing 1975 estimates for
TSP and CO.

The 15 source categories reported in Trends were
matched with those in the 1985 NAPAP Inventory.
The ratios of 1975 emissions to 1985 emissions by
source category that were applied to the 1985 NAPAP
emissions data are shown in B-12. The 1975 emis-
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sions data estimated from the above procedure served
as the benchmark and initial value for the CRESS
emissions module for both scenarios.

CAA regulation of commercial/ residential emis-
sions was limited and largely confined to fuel com-
bustion sources (SOQ,'NOx, TSP), gasoline marketing
(VOCO), dry cleaning (VOC), and surface coating
(VOC). NSPS regulations of small (over 29 MW ca-
pacity) fuel combustors were promulgated in 1984 and
1986. For purposes of emissions calculations, the
stipulated NSPS for SO,, NO_, and TSP were incor-
porated into the control scenario for 1985 and 1990.
Emission rates for source categories subject to VOC
regulation were similarly adjusted.

Energy Data

Nearly 75 percent of the source categories in
CRESS use energy consumption by State and sector
as the driver for the emissions calculation. State-level
energy consumption statistics are published by EIA
in State Energy Data Report, Consumption Estimates,
1960-1989, and are electronically available as part of
the State Energy Data System (SEDS ) (DOE, 1991).
The SEDS data base contains annual energy consump-
tion estimates by sector for the various end-use sec-
tors: residential, commercial, industrial and transpor-
tation, and electric utilities.

Seven fuel-type categories are used in CRESS:
coal, distillate oil, residual oil, natural gas, liquid pe-
troleum gas, wood, and electricity. The model assumes
zero consumption of residual fuel oil in the residen-
tial sector and zero consumption of wood in the com-
mercial sector. Energy consumption for each fuel-type
was expressed in BTUs for purposes of model calcu-
lations. With the exception of wood consumption, all
of the energy consumption statistics used in CRESS
were obtained from SEDS.

Residential wood consumption estimates were
derived from two data sources. State-level residential
sector wood consumption estimates for 1975 and 1980
were obtained from Estimates of U.S. Wood Energy
Consumption from 1949 to 1981 (EIA, 1982). State-
level wood consumption, however, was not available
for 1985 and 1990, therefore, regional information

- from an alternative publication, Estimates of U.S.

Biofuels Consumption 1990 (EIA, 1990), was used to
derive State-level residential wood use figures. Re-
gional 1985 and 1990 wood consumption was distrib-
uted among States using 1981 State shares. All wood
consumption figures were converted to BTU’s using
an average value of 17.2 million BTU per short ton.

Economic/Demographic Data

Emissions from slightly more than 25 percent of
the CRESS source categories follow State-level eco-
nomic and demographic activity variables. The de-
mographic variables used by CRESS include State-
level population, rural population, and forest acreage.
State population is the activity indicator for six emis-
sions source categories for SOZ, NOX, TSP, and CO,
and 13 VOC source categories. State population data
were assembled from the SEDS data base. Rural popu-
lation, which is the indicator of residential open burn-
ing activity, is computed as a fraction of total State
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population. Forest wildfires and managed open burn-
ing activity are related to 1977 State-level forest acre-
age. The demographic information is assumed to be
invariant to CAA regulations and thus is the same in
the control and no-control scenarios.

Car stock (or vehicle population), the driver vari-
able for the auto body refinishing, is approximated by
State motor vehicle registrations. Highway Statistics,
an annual publication by the FHWA, was the source
for data on State motor vehicle registrations. The three
source categories connected with gasoline marketing
are driven by State-level gasoline sales in gallons. State
gasoline consumption was obtained from the SEDS
data base. Housing starts and 10 percent of the exist-
ing housing stock were combined to form the activity
indicator for architectural surface coating emissions.
Housing data compiled by the U.S. Bureau of the
Census were available in the Statistical Abstract of
the United States (DOC, 1975; 1977; 1982; 1983;
1987; 1993). Regional-level data for 1975 was allo-
cated to the States based on the 1980 State distribu-
tion.

No-control Scenario Emissions

Adjustments to control scenario emissions in each
of the target years to reflect conditions un-
der the no-control scenario were achieved
through emission factors, energy input data,
and economic/demographic data. The adjust-
ments made to each of these variables to gen-
erate no-control scenario emissions are dis-
cussed individually in the following subsec-
tions.

Emissions Data

CAA regulation of the commercial/resi-
dential sector was minimal. For regulated
source categories, emission factors were re-
vised to reflect pre-regulation emission rates.
Six commercial/residential source categories were
regulated for VOC emissions: Service Stations Stage
1 Emissions, Service Stations Stage II Emissions, Dry
Cleaning (perchloroethylene), Gasoline Marketed, Dry
Cleaning (solvent), and Cutback Asphalt Paving.
Commercial-Institutional boilers were regulated for
SO, and TSP and internal combustion sources were
regulated for NO, emissions. All NSPS were removed
for these sources to estimate no-control scenario emis-
sions levels.

Energy Data

State-level energy demand for the residential and
commercial sectors for the no-control scenario was
estimated from the J/W model forecast. Final energy
demand estimates for the household sector were cal-
culated by an EPA contractor for the purposes of the
no-control scenario analysis. State allocation of the
national-level estimates was based on historic State
shares, i.e., this assumes that there is no change in the
distribution of energy demand across States as a re-
sult of removing regulations. In addition, the J/W
model estimates an aggregate refined petroleum cat-
egory and does not distinguish among liquid petro-
leum gas, distillate oil, and residual oil. The relative
shares among these three categories of petroleum prod-
ucts remained constant between the control and
no-control scenarios. The information on percentage
change in energy demand by fuel type as provided by
the J/W model is listed in Table B-13.

The differential for commercial sector final en-
ergy demand was calculated from the combination of
four intermediate product flow categories from the J/
W forecast. The National Income and Product Ac-
counts (NIPA ) for the commercial sector correspond
to J/W SIC categories 32 through 35:

(32) Wholesale and Retail Trade;

(33) Finance, Insurance, and Real Estate;
(34) Other Services; and

(35) Government Services.

Percentage change information from the J/W fore-
cast for energy cost shares, value of output, and en-
ergy prices was used to calculate the differential in
commercial sector energy demand for the no-control
scenario. The energy cost share is defined as the cost
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of energy input divided by the value of the output. In -

order to calculate the percentage change in commer-
cial sector energy demand, the change in energy price
was subtracted from the percentage change in energy
cost, and added to the change in the value of output.
Each of these variables was available from the J/W
model results. This calculation was performed for each
of the four energy types, and each of the four NIPA
categories. The change in commercial sector energy
demand was obtained by taking the weighted average
of the four NIPA categories. Since data on relative
energy demand for NIPA categories were not readily
available, square footage was used as a proxy for cal-
culating the weights. These data were taken from the
Nonresidential Buildings Energy Consumption Sur-
vey, Commercial Buildings Consumption and Expen-
diture 1986 (EIA, 1989). The resulting estimate for
commercial sector changes in energy demand is pro-
vided in Table B-14.

State-level gasoline sales is one of the activities
forecasted by the transportation sector model. The
percentage change in gasoline sales calculated by the
TEEMS model was used in the no-control scenario as
a CRESS model input.

The national-level change in commercial sector
energy demand was allocated to the States using his-
toric shares. Implicit is the assumption that removal
of CAA regulations does not alter the State distribu-
tion of energy use.

Economic/Demographic Data

State population was assumed not to vary as a re-
sult of CAA regulations, thus only the economic vari-
ables were revised for the no-control scenario.
No-control scenario housing starts and car stock were
derived from J/W forecast information on construc-
tion and motor vehicles. The differential for catego-
ries 6 (construction) and 24 (motor vehicles and equip-
ment) was applied to control scenario values to ob-
tain no-control scenario levels. The percentage change
from the J/W forecast is given in Table B-15.
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Table B-16. TSP Emissions Under
thousands of short tons),

{Sector

Transportation:
Highway Vehicles .
Off-Highway Vehicles

Stationary Sources:

Electric Utilities

Industrial Processes

Industrial Boilers

Commercial/Residentisl

TOTAL*

Notes:

Table B-17. SO: Emis:
of shorttons).

Sector
Transportation:
Highway Vehicles . .
Off-Highway Vehicles
Stationary Sources:
Electric Utilities
Industrial Processes
Industrial Boilers -
Commercial/Residential -
TOTAL* '

Noteg:
models designed to simula
emission estimates..

B-36




Appendix B: Emissions Modeling

B-37




The Benefits and Costs of the Clean Air Act, 1970 to 1990

Table B-20. CO Emissio
of shorttons). - s

Sector

Transportation:
Highway Vehicles :
Off-Highway Vehicles =

Stationary Sources:” :
Electric Utilities
Industrial Pmccss.q;_
Industrial Boilers

Commercial/Residential

I TOTAL*

models designed to simul
enmission estimates, .

Table B-21. Lead (Pb)
thousands of short tons

Sector

Transportation:
Highway Vehicles
Stationary Source:
Industrial Processes
Industdal Combustion -
Utilities i
TOTAL*

Notes:  Theestimates of emissi
models designed to sim
emission estimares, .

*Totels may differ slightly
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Introduction

This appendix describes in greater detail the vari-

ous methodologies used to translate differences in

control and no-control scenario emission estimates
into changes in air quality conditions. Summary char-
acterizations of the results of the air quality modeling
efforts for 1990 are provided here and in the main
text. Further details and discussion of key analytical
and modeling issues can be found in a number of sup-
porting documents. These documents, which provide
the analytical basis for the results presented herein,
are:

ICF Kaiser/Systems Applications Interna-
tional, “Retrospective Analysis of Ozone Air
Quality in the United States”, Final Report,
May 1995. (Hereafter referred to as “SAI
Ozone Report (1995).”) -

ICF Kaiser/Systems Applications Interna-

tional, “Retrospective Analysis of Particulate

Matter Air Quality in the United States”, Draft
Report, September 1992. (Hereafter referred
to as “SAI PM Report (1992).”)

ICF Kaiser/Systems Applications Interna-
tional, “Retrospective Analysis of Particulate
Matter Air Quality in the United States”, Fi-
nal Report, April 1995. (Hereafter referred to
as “SAI PM Report (1995).”)

ICF Kaiser/Systems Applications Interna-
tional, “PM Interpolation Methodology for
the section 812 retrospective analysis”,
Memorandum from J. Langstaff to J.
DeMocker, March 1996. (Hereafter referred
to as “SAI PM Interpolation Memo (1996).”)

ICF Kaiser/Systems Applications Interna-
tional, “Retrospective Analysis of SO, NO,
and CO Air Quality in the United States”,

Final Report, November 1994. (Hereafter re-
ferred to as “SAIl SOZ, NOx and CO Report
(1994).™)

ICF Kaiser/Systems Applications Interna-
tional, “Retrospective Analysis of the Impact
of the Clean Air Act on Urban Visibility in
the Southwestern United States”, Final Re-
port, October 1994. (Hereafter referred to as
“SAI SW Visibility Report (1994).”)

Dennis, Robin L., US EPA, ORD/NERL,
“Estimation of Regional Air Quality and
Deposition Changes Under Alternative 812
Emissions Scenarios Predicted by the Re-
gional Acid Deposition Model, RADM”, Draft
Report, October 1995. (Hereafter referred to
as “RADM Report (1995).”)

The remainder of this appendix describes, for each
pollutant or air quality effect of concern, (a) the basis
for development of the control scenario air quality
profiles; (b) the air quality modeling approach used
to estimate differences in air quality outcomes for the
control and no-control scenario and the application of
those results to the derivation of the no-control sce-
nario air quality profiles; (c) the key assumptions,
caveats, analytical issues, and limitations associated
with the modeling approach used; and (d) a summary
characterization of the differences in estimated air
quality outcomes for the control and no-control sce-
narios.

Carbon Monoxide

Control scenario carbon monoxide
profiles

As described in the preceding general methodol-
ogy section, the starting point for development of con-
trol scenario air quality profiles was EPA’s AIRS da-
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vide a manageable char-
acterization of air qual-

ity conditions. Initially,
two-parameter lognor-
mal distributions were
fitted to the profiles
based on substantial evi-

Number of Number of
Year Monitors Counties
1970 82 LY
1975 503 246
1980 522 - 250
1985 472 232
1990 506 244

Data Source: SAISG;, NO, and CO Report (1994,

tabase. Hourly CO air quality monitoring data were
compiled for all monitors in the 48 contiguous states
for the study target years of 1970, 1975, 1980, 1985,
and 1990. Although the CO monitoring network was
sparse in 1970, by 1990 506 monitors in 244 counties
provided monitoring coverage for 55 percent of the
population in the conterminous U.S. Table C-1 sum-
marizes the CO monitoring data derived from AIRS.
Additional data regarding the EPA Region location,
land use category, location-setting category, and ob-
jective category of the monitors providing these data
are described in the SAI SO,, NO_, and CO Report
(1994).

The next step in constructing the control scenario
air quality profiles was to calculate moving averages,
for a variety of time periods, of the hourly CO data
for each monitor. For CO, moving averages of 1, 3, 5,
7, 8, 12, and 24 hours were calculated. Daily maxi-
mum concentrations observed at each monitor for each
of these averaging periods were then calculated. Fi-
nally, profiles were developed to reflect the average
and maximum concentrations for each of the seven
averaging periods. However, profiles were only de-
veloped for a given monitor when at least 10 percent
of its theoretically available samples were actually
available. The purpose of applying this cutoff was to
avoid inclusion of monitors for which available sample
sizes were too small to provide a reliable indication
of historical air quality.

As discussed in the air quality modeling chapter
of the main text, development of representative dis-
tributions for these profiles was then necessary to pro-

dence that such distribu-
tions are appropriate for
modeling air quality
data. However, given
the relative importance
of accurately modeling
higher percentile obser-
vations (i.e., 90th per-
centile and higher), a
three-parameter model-
ing approach was used
to isolate the effect of
observations equal, or very close, to zero. In this ap-
proach one parameter defines the proportion of data
below a cutoff close to zero and the remaining two
parameters describe the distribution of data above the
cutoff value. Several other studies have already dem-
onstrated good fit to air quality modeling data with a
three-parameter gamma distribution, and both lognor-
mal and gamma distributions using a three-parameter
approach were developed for the present study. As
documented in the SAI SO, NO_, and CO Report
(1994), a cutoff of 0.05 ppm was applied and both the
three-parameter lognormal and three-parameter
gamma distributions provided a good fit to the em-
pirical data. For CO, the gamma distribution provided
the best fit.

The control scenario air quality profiles are avail-
able on diskette. The filename for the CO Control
Scenario profile database is COCAA.DAT, and adopts
the format presented in Table C-2.

No-control scenario carbon monoxide
profiles

To derive comparably configured profiles repre-
senting CO air quality in the no-control scenario, con-
trol scenario profile means and variances were ad-
justed in proportion to the difference in emissions es-
timated under the two scenarios. Specifically, for all
control scenario air quality observations predicted by
the three-parameter distributions falling above the
“near-zero” cutoff level, comparable no-control esti-
mates were derived by the following equation:
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X, = air quality measurement for the no-control scenario,
X.= air quality measurement for the control scenario,
E, .= emissions estimated for the no-control scenario,
E_.= emissions estimated for the control scenario, and
b= background concentration.
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The adjustment for background concentration is
made to hold ambient background concentrations of
the pollutant constant between the control and
no-control scenarios. To the extent background con-
centrations are affected by transport of anthropogenic
pollutants from upwind sites, and to the extent up-
wind emissions may have been controlled under the
control scenario, assuming a fixed background con-
centration represents a conservative assumption in this
analysis. As discussed in the SAI SO,, NO, and CO
Report (1994), the CO background concentration used
for this analysis was 0.2 ppm, which equals the low-
est typical concentration observed in the lower 48
states.

In the SAISO,, NO_, and CO Report (1994) docu-
menting the CO air quality modeling effort, reference
is made to using county-level emission estimates as
the basis for deriving the no-control profiles. Deriva-
tion of these county-level results is described in more
detail in the appendix on emissions estimation. It is
important to emphasize here, however, that the county-
level CO emissions data were derived for both the
control and no-control scenarios by simple popula-
tion-weighted disaggregation of state-level emission
totals. Although CO emission estimates were needed
at the county level to support the ozone air quality
modeling effort, differences in state-level emissions
estimates are what drive the difference in the control
and no-control air quality profiles for CO. In other

words, the ENW to Em ratios used to derive the .

no-control profiles according to Equation (1) above
are essentially based on state-level emissions estimates
for CO.

As for the control scenario air quality profiles,
the no-control scenario air quality profiles are avail-
able on diskette. The filename for the CO No-control
Scenario profile database is CONCAA.DAT. The
same data format described in Table C-2 is adopted.

Summary differences in carbon
monoxide air quality

While the control and no-control scenario air qual-
ity profiles are too extensive to present in their en-
tirety in this report, a summary indication of the dif-
ference in control and no-control scenario CO con-
centrations is useful. Figure C-1 provides this sum-
mary characterization. Specifically, the air quality
indicator provided is the 95th percentile observation

of 1990 CO concentrations averaged over a 1-hour .

period. The graph shows the number of monitors for

Figure C-1. Frequency Distribution of Estimated Ratios
for 1990 Control to No-control Scenario 95th Percentile
1-Hour Average CO Concentrations, by Monitor.
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which the ratio of 1990 control to no-control scenario
95th percentile 1-hour average concentrations falls
within a particular range. The x-axis values in the
graph represent the midpoint of each bin. The results
indicate that, by 1990, CO concentrations under a no-
control scenario would have been dramatically higher
than control scenario concentrations.

Key caveats and uncertainties for
carbon monoxide

A number of important uncertainties should be
noted regarding the CO air quality estimates used in
this analysis. First and foremost, CO is a highly local-
ized, “hot spot” pollutant. As such, CO monitors are
often located near heavily-used highways and inter-
sections to capture the peak concentrations associated
with mobile sources. Since this analysis relies on state-
level aggregate changes in CO emissions from all
sources, the representativeness and accuracy of the
predicted CO air quality changes are uncertain. There
is no basis, however, for assuming any systematic bias
which would lead to over- or under-estimation of air
quality conditions due to reliance on state-wide emis-
sion estimates.

A second source of uncertainty is the extent to
which the three-parameter distributions adequately
characterize air quality indicators of concern. Appen-
dix C of the SAI SO,, NO,, and CO Report (1994)
presents a number of graphs comparing the fitted ver-
sus empirical data for one-hour and 12-hour averag-
ing periods. In the case of CO, the gamma distribu-
tion appears to provide a very reasonable fit, though
clearly some uncertainty remains.
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Finally, a central
premise of this analy-
sis is that changes in
CO emissions should
be well-correlated
with changes in CO
air quality. Strong
correlation between
the state-level emis-
sions estimates used
in this analysis and
empirical air quality
measurements would
not be expected due to
inconsistencies be-
tween the state-level
scale of modeled
emissions versus the
monitor-level scale of the air quality data, and between
the modeled control scenario emissions inventories
and actual historical air quality measurements. Under
these circumstances, it is particularly important to
focus on the primary objective of the current analy-
sis, which is to estimate the difference in air quality
outcomes between scenarios which assume the ab-
sence or presence of historical air pollution controls.
In the process of taking differences, some of the un-
certainties are expected to cancel out. No attempt is
made in the overall analysis to predict historical air
quality, or hypothetical air quality in the absence of
the Clean Air Act, in absolute terms.

Sulfur Dioxide

Sulfur dioxide (SO,) emissions lead to several air
quality effects, including secondary formation of fine
particle sulfates, long range transport and deposition
of sulfuric acid, and localized concentrations of gas-
eous sulfur dioxide. The first two effects are addressed
later in this appendix, under the particulate matter and
acid deposition sections. The focus of this section is
estimation of changes in local concentrations of sul-
fur dioxide.

The methodology applied to estimation of local
sulfur dioxide air quality is essentially identical to the
one applied for carbon monoxide. As such, this sec-
tion does not repeat the “roll-up” modeling method-
ological description presented in the CO section, but
instead simply highlights those elements of the sulfur
dioxide modeling which differ from carbon monox-
ide.
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Control scenario sulfur dioxide profiles

Unlike the CO monitoring network, the number
of monitors as well as the population coverage of the
SO, monitoring network shrank during the 1980°s.
Table C-3 summarizes the SO, monitoring data used
as the basis for development of the control scenario
air quality profiles.

As for CO, air quality profiles reflecting average
values and daily maxima for 1, 3, 5, 7, 8, 12, and 24
hour averages were compiled from AIRS for moni-
tors in the lower 48 states which had at least 10 per-
cent of their potential samples available. Applying a
cutoff of 0.1 ppb to isolate the zero and near-zero ob-
servations, three-parameter lognormal and gamma
distributions were fitted to these empirical profiles.
In the case of SO,, the three-parameter lognormal dis-
tribution was found to provide the best fit.

The control scenario SO, air quality profiles are
available on diskette, contained in a file named
SO2CAA.DAT. The same data format described in
Table C-2 is adopted. '

No-control scenario sulfur dioxide
profiles

The no-control air quality profiles for SO, are
derived using Equation 1, the same equation used for
CO. For SO,, the background concentration was as-
sumed to be zero. Although anthropogenic emissions
contribute only small amounts to total global atmo-

. spheric sulfur, measured background concentrations
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for the continental U.S. range from only 0.1 to 1.3
ppb. Background SO, is discussed in more detail in
the supporting document SAI SO,, NO,, and CO Re-
port (1994).!

The no-control scenario SO, air quality profiles
are available on diskette, contained in a file named
SO2NCAA.DAT. The data format is described in
Table C-2.

Summatry differences in sulfur dioxide
air quality

As for CO, reporting differences in control and
no-control scenario air quality projections for each
monitor covered in the analysis is impractical due to
the large amount of data involved. However, Figure
C-2 provides an illustration of scenario differences
similar to the one provided for CO. Specifically, the
graph shows the distribution of 1990 control to no-
control scenario 95th percentile 1-hour average con-
centrations ratios at SO, monitors. By 1990, SO, con-
centrations under the no-control scenario were sub-
stantially higher than those associated with the con-
trol scenario. :

Figure C-2. Frequency Distribution of Estimated Ratios
for 1990 Control to No-control Scenario 95th Percentile
1-Hour Average SO, Concentrations, by Monitor.
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Key caveats and uncertainties for sulfur
dioxide

The height of stacks used to vent flue gases from
utility and industrial fossil fuel-fired boilers has a sig-
nificant effect on the dispersion of sulfur dioxide and
on the formation and long-range transport of second-
ary products such as particulate sulfates. Under a no-

control scenario, it is conceivable that some sources
might have built taller stacks to allow higher emis-
sion rates without creating extremely high ground-
level concentrations of flue gases. On the other hand,
it is also conceivable that, in the absence of post-1970
air pollution control programs, sources might have
built shorter stacks to avoid incurring the higher costs
associated with building and maintaining taller stacks.
To the extent facilities would have adopted different
stack height configurations under a no-control sce-
nario, both local exposures to sulfur dioxides (and
other emissions from fossil fuel combustion) and long-
range transport, deposition, and exposure associated
with secondary formation products may have been
different. However, this analysis assumes that both
the location of individual facilities and the height and
configuration of emission stacks are constant between
the two scenarios. If, in fact, stack heights were raised
under the historical case due to CAA-related concerns,
increases in local SO, concentrations under the
no-control scenario may be overestimated. However,
this same assumption may at the same time lead to
underestimation under the no-control scenario of long-
range transport and formation of secondary particu-
lates associated with taller stacks. For stacks built
lower under a no-control scenario, local SO, expo-
sures would have been higher and long-range effects
lower. Finally, the comments on uncertainties for car-
bon monoxide apply as well to SO,.

Nitrogen Oxides

Similarly to sulfur dioxide, emissions of nitro-
gen oxides (NO, ) —including nitrogen dioxide (NO,)
and nitrous oxide (NO)-— lead to several air quality
effects. These effects include secondary formation of
fine particle nitrates, formation of ground-level ozone,
long range transport and deposition of nitric acid, and
localized concentrations of both NO, and NO. The
first three effects are addressed later in this appen-
dix, under the particulate matter, ozone, and acid
deposition sections. The focus of this section is esti-
mation of changes in local concentrations of NO, and
NO.

The methodology applied to estimation of local
nitrogen oxides air quality is essentially identical to

‘the one applied for carbon monoxide and sulfur diox-

ide. As such, this section does not repeat the “roll-up”
modeling methodological description presented in the
CO section, but instead simply highlights those ele-

! SAT SO,, NOx, and CO Report (1994), page 4-9.
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ments of the nitrogen oxides modeling which differ
from carbon monoxide.

Control scenario nitrogen oxides
profiles

After peaking around 1980, the number of NO,
and NO monitors, ‘their county coverage, and their
population coverage shrank between 1980 and 1990.
Tables C-4 and C-5 summarize, respectively, the NO,
and NO monitoring data used as the basis for devel-
opment of the control scenario air quality profiles.

As for CO and SO,, air quality profiles reflecting
average values and maxima for 1, 3, 5, 7, 8, 12, and

24 hour NO, and NO averages were compiled from
AIRS for monitors in the lower 48 states which had at
least 10 percent of their potential samples available.
Applying a cutoff of 0.5 ppb to both NO, and NO to
isolate the zero and near-zero observations, three-pa-
rameter lognormal and gamma distributions were fit-
ted to these empirical profiles. For NO, and NO, the
three-parameter gamma distribution was found to pro-
vide the best fit.

The control scenario NO, and NO air quality pro-
files are available on diskette, contained in files named
NO2CAA.DAT and NOCAA .DAT, respectively. The
same data format described in Table C-2 is adopted.




The Benefits and Costs of the Clean Air Act, 1970 to 1990

No-control scenario nitrogen oxides
profiles

The no-control air quality profiles for NO, and
NO are derived using Equation 1, the same equation
used for CO and SO,. As discussed in detail in the
SAI SO,, NO,, and CO Report (1994),% nitrogen ox-
ides are emitted almost entirely from anthropogenic
sources and they do not have long atmospheric resi-
dence times. Therefore, global background concen-
trations are very low, on the order of 0.1 or 0.2 ppb.
For the present analysis, background concentrations
of NO, and NO were assumed to be zero.

The no-control scenario NO, and NO air quality
profiles are available on diskette, contained in files
named NO2NCAA.DAT and NONCAA.DAT, respec-
tively. The data format is described in Table C-2.

Summary differences in nitrogen oxides
air quality

Figure C-3 provides a summary indication of the
differences in control and no-control scenario air qual-
ity for NO,. As for CO and SO,, the graph shows the
distribution of 1990 control to no-control scenario 95th
percentile 1-hour average concentration ratios at NO,
monitors. These ratios indicate that, by 1990, no-con-
trol scenario NO, concentrations were significantly
higher than they were under the control scenario. The
changes for NO are similar to those for NO,.

Figure C-3. Frequency Distribution of Estimated Ratios
for 1990 Control to No-control Scenario 95th Percentile
1-Hour Average NO, Concentrations, by Monitor.
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Key caveats and uncertainties for
nitrogen oxides

A number of caveats and uncertainties specific to
modeling NO, should be noted. First, stack height and
stack height control strategies likely to have influenced

‘local concentrations of SO, may also have influenced

local concentrations of NO, and NO. (For a fuller dis-
cussion of the stack heights issue, refer to the section
“Key caveats and uncertainties for SO, ”) In addition,
the earlier discussion of uncertainties resulting from
the use of state-level emissions and the cancellation
of uncertainties resulting from analyzing only differ-
ences or relative changes also applies to NO_.

Acid Deposition

The focus of air quality modeling efforts described
above for carbon monoxide, sulfur dioxide, and ni-
trogen oxides was to estimate the change in ambient
concentrations of those pollutants as a result of
changes in emissions. Particularly since the emissions
modeling was driven by modeled macroeconomic
conditions, rather than actual historical economic ac-
tivity patterns, neither the emissions inventories nor
the resultant air quality conditions developed for this
analysis would be expected to 'match historical out-
comes. The need to focus on relative changes, rather
than absolute predictions, becomes even more acute
for estimating air quality outcomes for pollutants sub-
ject to long-range transport, chemical transformation,
and atmospheric deposition. The complexity of the
relationships bétween emissions, air concentrations,
and deposition is well-described in the following para-
graph from the RADM report document developed
by Robin Dennis of US EPA’s National Exposure
Research Laboratory in support of the present analy-
sis:

“Sulfur, nitrogen, and oxidant species in the
atmosphere can be transported hundreds to
thousands of kilometers by meteorological
forces. During transport the primary
emissions, SO, NO , and volatile organic
emissions (VOC) are oxidized in the air or in
cloud-water to form new, secondary
compounds, which are acidic, particularly
sulfate and nitric acid, or which add to or
subtract from the ambient levels of oxidants,
such as ozone. The oxidizers, such as the
hydroxyl radical, hydrogen peroxide and

2 SAI SO,, NO,, and CO Report (1994), page 4-9.
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ozone are produced by reactions of VOC and
NO.. The sulfur and nitrogen pollutants are
deposited to the earth through either wet or
dry deposition creating a load of pollutants
to the earth’s surface... However, the
atmosphere is partly cleansed of oxidants
through a number of physical processes
including deposition (e.g., ozone is removed
by wet and dry deposition). Dry deposition
occurs when particles settle out of the air onto
the earth or when gaseous or fine particle
species directly impact land, plants, or water
or when plant stomata take up gaseous
species, such as SO,. In wet deposition,
pollutants are removed from the atmosphere
by either rain or snow. In addition, fine
particles or secondary aerosols formed by the
gas- and aqueous-phase transformation
processes scatter or absorb visible light and

Control scenario acid deposition
profiles

The derivation of control scenario emission in-
ventory inputs to the RADM model is succinctly de-
scribed in this excerpt from the RADM Report (1995):

The RADM model requires a very detailed
emissions inventory in both time and space.
The emissions fields are also day-specific to
account for the temperature effects on the
volatile organics and the wind and
temperature effects on the plume rise of the
major point sources. At the time of the 812
retrospective study RADM runs, these
inventories had been developed for 1985,
using the 1985 NAPAP (National Acid
Precipitation Assessment Program)
inventory, and adjusted for point source

thus contribute to impairment of visibility.”?

The complexity and nonlinearity
of the relationships between localized
emissions of precursors, such as SO2
and VOC, and subsequent regional
scale air quality and deposition effects
are so substantial that the simple “roll-
up” modeling methodology used for
estimating local ambient concentra-
tions of SO,, NO , and CO is inad-
equate, even for a broad-scale, aggre-
gate assessment such as the present
study. For sulfur deposition, and for
a number of other effects addressed
in subsequent sections of this appen-
dix, a regional air quality model was
required. After careful review of the
capabilities, geographic coverage,
computing intensity, and resource re-
quirements associated with available
regional air quality models, EPA de-
cided to use various forms of the Re-
gional Acid Deposition Model
(RADM) to estimate these effects.?
Figure C-4 shows the geographic do-
main of the RADM.

Figure C-4. Location of the High Resolution RADM 20-km Grid Nested
Inside the 80-km RADM Domain.

3 Dennis, R. RADM Report (1995), p. 1.

* For a detailed description of the various forms of the RADM and its evaluation history, see the Dennis, R. RADM Report (1995).
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emissions to 1988 for the Eulerian Model

Evaluation Field Study funded by NAPAP.
These RADM emissions inventories had
county-level and detailed SCC and species-
level information incorporated into them to
provide the 80- and 20-km detail. The 812
Study emissions are principally computed at
the state level. While the 1985 812 Study
emissions are close to the NAPAP inventory,
they do not exactly match, nor do they have
the spatial, nor economic sector, nor species
detail within a state needed to run RADM. To
connect the 812 Study emissions to the RADM
emissions, the following approach was
followed: An industry/commercial-level
disaggregation (including mobile sources)
was developed for the 812 emissions to allow
different sectors in a state to change their
emissions across time without being in lock
step and the detailed NAPAP emissions for
every 80- and 20-km RADM grid-cell were
grouped by state to the same level of industry/
commercial aggregation for an exact

Figure C-5. RADM-Predicted 1990 Total Sulfur Deposition
(Wet + Dry; in kg/ha) Under the Control Scenario.

correspondence. Then it was assumed that the
812 Study 1985 control emissions were
effectively the same as the 1985 NAPAP
emissions. Relative changes in emissions
between the 812 1985 control and any other
scenario (e.g., 1985 no-control, or 1990
control, or 1980 no-control, etc.) were then
applied to the 1985 NAPAP state-level
industry/commercial groups in the
appropriate 80- and 20-km grid cells. Thus,
state-level emissions for each group would
retain the same state-level geographic pattern
in the different scenarios years, but the mix
across groups could change with time. In this
way, the more detailed emissions required by
RADM were modeled for each scenario year
using the 812 Study emissions data sets.®

Although the focus of the present analysis is to
estimate the differences between the control and no-
control scenarios, it is useful to illustrate the abso-
lute levels of acid deposition associated with the two
scenarios. It is particularly important to demonstrate
the initial deposition conditions to preclude possible
misinterpretations of the maps showing percent
change in deposition. A relatively high percentage
change in a particular region, for example, may oc-
cur when initial deposition is low, even when the
change in deposition is also modest. The RADM-

Figure C-6. RADM-Predicted 1990 Total Nitrogen Deposi-
tion (Wet + Dry; in kg/ha) Under the Control Scenario.

5 Dennis, R. RADM Report (1995).
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Figure C-7. RADM-Predicted 1990 Total Sulfur Deposition
(Wet + Dry; in kg/ha) Under the No-control Scenario.

Figure C-8. RADM-Predicted 1990 Total Nitrogen Deposi-
tion (Wet + Dry; in kg/ha) Under the No-control Scenario.

modeled 1990 control scenario wet and dry sulfur
deposition pattern is shown in Figure C-5. A com-
parable map for nitrogen deposition is presented in
Figure C-6. Maps of the RADM-predicted 1990 no-
control scenario sulfur and nitrogen deposition are
presented in Figures C-7 and C-8, respectively.

No-control scenario acid deposition
profiles

Configuration of the RADM model for the
present analysis —including allocation of emission
inventories to model grid cells, design of meteoro-
logical cases, treatment of biogenic versus anthro-
pogenic emissions, and temporal, spatial, and spe-
cies allocation of emissions— are described in de-
tail in the RADM Report (1995). The remainder of
this section provides a summary description of the
acid deposition modeling effort.

For sulfur deposition, the RADM Engineering
Model (RADM/EM), which focuses on sulfur com-
pounds, was used to derive annual average total (wet
plus dry) deposition of sulfur in kilograms sulfur
per hectare (kg-S/ha) under both the control and
no-control scenarios. The relative changes in an-
nual average total sulfur deposition for each of the
80-km RADM/EM grid cells for 1975, 1980, 1985,
and 1990 were then compiled.

Nitrogen deposition was calculated in a differ-
ent manner. Since nitrogen effects are not included
in the computationally fast RADM/EM, nitrogen
deposition had to be derived from the full-scale,
15-layer RADM runs. Because of the cost and com-
putational intensity of the 15-layer RADM, nitro-
gen deposition estimates were only developed for
1980 and 1990. As for sulfur deposition, the rela-
tive changes in annual average total (wet plus dry)
nitrogen deposition, expressed as kg-N/ha, were cal-
culated for each 80-km grid cell and for each of the
two scenarios. It is important to note that ammonia
depositin contributes significantly to total nitrogen
deposition. However, the activities of sources as-
sociated with formation and deposition of ammo-
nia, such as livestock farming and wildlife, were
essentially unaffected by Clean Air Act-related con-
trol programs during the 1970 to 1990 period of
this analysis. Therefore, ammonia deposition is held
constant between the two scenarios.
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Figure C-9. RADM-Predicted Percent Increase in Total
Sulfur Deposition (Wet + Dry; in kg/ha) Under the No-
control Scenario.

Figure C-10. RADM-Predicted Percent Increase in Total
Nitrogen Deposition (Wet + Dry; in kg/ha) Under the No-
control Scenario. :

Summary differences in acid
deposition

Figure C-9 is a contour map showing the esti-
mated percent increase in sulfur deposition under
the no-control scenario relative to the control sce-
nario for 1990. Figure C-10 provides comparable
information for nitrogen deposition. These maps
indicate that by 1990 acid deposition would have
been significantly higher across the RADM domain
under the no-control scenario.

Examination of the percent change sulfur depo-
sition map indicates relatively large percentage
changes in the upper Great Lakes and the Florida-
Southeast Atlantic Coast areas. This result may ap-
pear somewhat surprising to readers familiar with
the historical patterns of acid deposition. However,
a review of the emission data and the control sce-
nario sulfur deposition map reveal the reasons for
this result.

First, Figure C-5 shows that control scenario
deposition rates are relatively low. As described
above, even a small absolute increase in deposition
leads to a large percentage increase in areas with
low initial rates of deposition. Second, the scenario
differences in SO_ emission rates for these areas
were substantial. For example, 1990 no-control sce-
nario total SO, emissions for Michigan were ap-
proximately 1.8 million tons but control scenario
emissions for the same year were less than 600,000
tons; a reduction of over two-thirds. Similarly, 1990
no-control scenario emissions for Florida were over
2.3 million tons, compared to approximately
800,000 tons under the control scenario; also a re-
duction of about two-thirds. Almost 1 million tons
of the Michigan reduction and approximately 1.3
million tons of the Florida reduction were associ-
ated with utilities. Emission reductions of these
magnitudes would be expected to yield significant
reductions in rates of acid deposition.

Key caveats and uncertainties for acid
deposition

Regional-scale oxidant and deposition model-
ing involves substantial uncertainty. This uncer-
tainty arises from uncertainties in modeling atmo-
spheric chemistry, incomplete meteorological data,
normal seasonal and temporal fluctuations in atmo-
spheric conditions, temporal and spatial variability
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in emissions, and many other factors. Uncertainties
specific to the RADM model, and this particular ex-
ercise, are discussed in detail in the RADM Report
(1995). It is important, however, to highlight some of
the potential sources of modeling uncertainty unique
to this analysis.

The first source of uncertainty specific to this
analysis is associated with the spatial and geographic

disaggregation of emissions data. As discussed in the -

RADM Report, the RADM model requires emission
inventory inputs which are highly disaggregated over
both time and space. The ideal emissions inventory
fed into the RADM model includes day-specific emis-
sions to account for temperature effects on VOCs and
the significance of localized meteorological conditions
_around major point sources. Given the broad-scale,
comprehensive nature of the present study, such de-
tailed emissions inventories were not available. How-
ever, the industry/commercial-level disaggregation ap-
proach developed for the present analysis would not
be expected to introduce any systematic bias, and the
contribution of this disaggregation of emissions would
not be expected to contribute significantly to the over-
all uncertainty of the larger analysis.

* The acid deposition estimates included in the
present analysis are limited in that only the eastern 31
of the 48 coterminous states are covered. Although
acid deposition is a problem primarily for the eastern
U.S., acid deposition does occur in states west of the
RADM domain. The magnitude of the benefits of re-
ducing acid deposition in these western states is likely
to be small, however, relative to the overall benefits
of the historical Clean Air Act.

Particulate Matter

Developing air quality profiles for particulate
matter is significantly complicated by the fact that
“particulate matter” is actually an aggregation of dif-
ferent pollutants with varying chemical and aerody-
namic properties. Particulate species include chemi-
cally inert substances, such as wind-blown sand, as
well as toxic substances such as acid aerosols; and
include coarse particles implicated in household soil-
ing as well as fine particles which contribute to hu-
man respiratory effects. In addition, emissions of both
primary particulate matter and precursors of second-
arily-formed particulates are generated by a wide va-

riety of mobile and stationary sources, further com-
plicating specification of particulate air quality mod-
els. Finally, particulate air quality models must take
account of potentially significant background concen-
trations of atmospheric particles.

Modeling multiple species and emission sources,
however, is not the only major challenge related to
particulate matter which is faced in the present study.
Over the 1970 to 1990 period being analyzed, under-
standing of the relative significance of fine versus
coarse particles evolved significantly. Up until the
mid-1980s, particulate air quality data were collected
as Total Suspended Particulates (TSP). However, dur-
ing the 1980s, health scientists concluded that small,
respirable particles, particularly those with an aero-
dynamic diameter of less than or equal to 10 microns
(PM, ), were the component of particulate matter pri-
marily responsible for adverse human health effects.
As of 1987, federal health-based ambient air quality
standards for particulate matter were revised to be ex-
pressed in terms of PM, ; rather than TSP. Starting in
the mid-1980s, therefore, the U.S. began shifting away
from TSP monitors toward PM, monitors. As a re-
sult, neither TSP nor PM, are fully represented by
historical air quality data over the 1970 to 1990 pe-
riod of this analysis. Furthermore, a large number of
U.S. counties have no historical PM monitoring data
at all, making it difficult to estimate changes in ambi-
ent concentrations of this significant pollutant for ar-
eas containing roughly 30 percent of the U.S. popula-
tion.

Given the relative significance of particulate mat-
ter to the bottom-line estimate of net benefits of the
historical Clean Air Act, it was important to develop
methodologies to meet each of these challenges. The
methodologies developed and data used are described
primarily in the two supporting documents SAI PM
Report (1992) and SAI PM Report (1995).5 To sum-
marize the overall approach, historical TSP data were
broken down into principal component species, in-
cluding primary particulates, sulfates, nitrates, organic
particulates, and background particulates. Historical

" data were used for the control scenario. To derive the

no-control profiles, the four non-background compo-
nents were scaled up based on corresponding
no-control to control scenario ratios of emissions and/
or modeled atmospheric concentrations. Specifically,
the primary particulate component was scaled up by
the ratio of no-control to control emissions of PM.

¢ In addition, SAI memoranda and reports which supplement the results and methodologies used in this analysis are included in

the references.
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Organic constituents were scaled up by the ratio of
no-control to control VOC emissions. In the eastern
31 states where RADM sulfate and nitrate data were
available, values for SO, and NO, from an appropri-
ate RADM grid cell were assigned to the relevant
county and used to scale these components of PM.
For the western states not covered by RADM, sul-
fates were scaled up by the change in SO, emissions
and nitrates were scaled up the change in NO_emis-
sions. No-control scenario profiles were then con-
structed by adding these scaled components to back-
ground concentrations.

To resolve the problem of variable records of TSP
and PM data, both TSP and PM, profiles were gen-
erated for the entire 20 year period. Missing early year
data for PM, were derived by applying region-spe-
cific, land use category-specific PM,  to TSP ratios to
the historical TSP data. Missing recent year TSP data
were derived for those areas where PM,  monitors
replaced TSP monitors by applying the reciprocal of
the relevant PM,  to TSP ratio. The methodology is
described in detail in the SAI PM Report (1995).

In addition, to increase the geographic coverage
of estimates of air quality, an interpolation methodol-
ogy’ was developed to predict air quality for the con-
trol scenario in counties without measured data. PM
concentrations were estimated by first estimating the
components of PM (i.e., sulfate, nitrate, and organic
particulate, and primary particulate). The methodol-
ogy for developing the concentrations of components
within a county differed depending upon whether the
county was within or outside the RADM domain.

For those counties within the
RADM domain, the RADM modeled
concentrations for 1980 and 1990 were
used to predict sulfate air quality. Re-
lationships based on linear regressions
that related 1980 and 1990 RADM sul-
fate concentrations to estimated sulfate
particulate concentrations were calcu-
lated for counties with AIRS data. Sul-

ent TSP and PM,  to describe these constituents in
counties without data. Control scenario PM profiles
were developed by adding the RADM-estimated sul-
fate particulate levels to the statewide average nitrate,
VOC, and primary particulate levels, and background.

For counties outside the RADM domain, an al-
ternate procedure was used. Using the primary and
secondary particulate estimates for counties with data,
statewide average sulfate, nitrate, VOC, and primary
particulate concentrations were determined. Control
scenario PM, | was predicted by adding the statewide
averages of all primary and secondary particulate, and
background. Using this method, all counties that did
not have monitors and are in the same state are as-
signed the same PM concentration profiles. These in-
terpolated results are clearly less certain than results
based on actual historical monitoring data and are
therefore presented separately.

Control scenario particulate matter
profiles

The number of TSP monitors peaked in 1977 and
declined throughout the 1980s. Table C-6 summarizes
the daily (i.e., 24-hour average) TSP monitoring data
used as the basis for development of the control sce-
nario air quality profiles. Most of the TSP and PM,
monitors collected samples every six days (i.e., 61
samples per year).

Daily PM, | data were also collected for each year
between 1983 and 1990. Table C-7 summarizes the
daily PM,, monitoring data used for the control sce-
nario air quality profiles.

fate particulate concentrations were
then calculated for all counties in the

domain by applying the regression re-
sults to the RADM grid cell concen-
tration located over the county center.
Statewide average nitrate, VOC, and
primary particulate concentrations
were calculated from measured ambi-

7 The interpolation methodology is described in detail in SAI, 1996. Memo from J. Langstaff to J. DeMocker. PM Interpolation
Methodology for the section 812 retrospective analysis. March 1996.
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Further speciation of TSP and PM,, air quality
data serves two purposes in the present analysis. First,
speciation of TSP into PM,; and other fractions al-
lows derivation of PM, ;TSP ratios. Such ratios can
then be used to estimate historical PM,  for those years
and monitors which had TSP data but no PM, , data.
The reciprocal ratio is also applied in this analysis to
expand 1985 and 1990 TSP data to cover those areas
which monitored PM, ; but not TSP. The second pur-
pose served by speciation of particulate data is, as
described earlier, to provide a basis for scaling up
concentrations of each species to derive no-control
scenario TSP and PM,  profiles.

To break the TSP and PM,, data down into com-
ponent species, speciation factors were applied to the
PM fractions with aerodynamic diameters below 2.5
microns (PM, ) and from 2.5 to 10 microns (PM, ).
The PM, , speciation factors were drawn from a Na-
tional Acid Precipitation Assessment Program
(NAPAP) report on visibility which reviewed and
consolidated speciation data from a number of stud-
ies.? These factors are presented in Table C-8. In the
table, fine particle concentrations are based on par-
ticle mass measured after equilibrating to a relative
humidity of 40 to 50 percent; and organics include
fine organic carbon.

To develop speciation factors for coarser particles
(ie., in the PM,; to PM range), SAI performed a
review of the available literature, including Conner et
al. (1991), Wolff and Korsog (1989), Lewis and
Macias (1980), Wolff et al. (1983), Wolff et al. (1991),
and Chow et al. (1994).° These speciation factors are
summarized in Table C-9. Data were too limited to

allow differentiation between urban and
rural Jocations for coarser particles.

The TSP and PM, | control scenario
profiles developed based on this meth-
odology are available on diskette, un-
der the filenames listed in Table C-10.

No-control scenario
particulate matter profiles

~ To derive the no-control TSP and
PM,, air quality profiles, individual
component species were adjusted to
reflect the relative change in emissions or, in the case
of sulfates and nitrates in the eastern U.S., the rela-
tive change in modeled ambient concentration. The
following excerpt from the SAI PM Report (1995)
describes the specific algorithm used:"

“For the retrospective analysis, the no-CAA
scenario TSP and PM,, air quality was
estimated by means of the following
algorithm:

Apportion CAA scenario TSP and PM,,
to size categories and species;

Adjust for background concentrations;

Use a linear scaling to adjust the non-
background portions of primary
particulates, sulfate, nitrate, and organic
components based on emissions ratios of
PM, SO, NO,_ and VOC, and Regional
Acid Deposition Model (RADM) annual
aggregation results for SO, and NO;

Add up the scaled components to estimate
the no-CAA scenario TSP and PM

concentrations.”

The specific procedures and values used for the
linear rollback, speciation, fine to coarse particle ra-
tio, scaling, and background adjustment steps are de-
scribed in detail in the SAT PM report (1995).!! Table
C-11 lists the names of the electronic data files con-
taining the TSP and PM, , profiles for the no-control
scenario.

8 J. Trijonis, “Visibility: Existing and Historical Conditions--Causes and Effects,” NAPAP Report 24, 1990,
% This literature review, and complete citations of the underlying studies, are presented in the SAI PM Report (1995), pp. 4-2 to

4-6 and pp. R-1 to R-2, respectively.
19 SAT PM Report (1995), p. 5-1.
1 SAT PM Report (1995), pp. 5-2 to 5-15.
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Table C-8. Fine Parti

Cqmpcménf
RURAL BAST .

Fine particle conce o)

Fine particle concentration’

Ammoniom nifrate

Organics

Data Sources: SAI PMRep rt{19
Effects,"NAPAP Report 24, 199{}

Summary differences in particulate
matter air quality

Figure C-11 provides one indication of the esti-
mated change in particulate matter air quality between
the control and no-control scenarios. Specifically, the
graph provides data on the estimated ratios of 1990
control to no-control scenario annual mean TSP con-
centrations in monitored counties. The X-axis values
represent the mid-point of the ratio interval bin, and
the Y-axis provides the number of counties falling into

each bin. Figure C-11 indicates that annual average
TSP concentrations would have been substantially
higher in monitored counties under the no-control sce-
nario.

Key caveats and uncertainties for
particulate matter

There are several important caveats and uncer-
tainties associated with the TSP and PM,, air quality
profiles developed for this study. Although further
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§.‘\sll:u.e;: “(X)" refersto percentiles from 5 to 95, indicati
available for TSP and 19 similar files available for P
.50th percentile TSP air quality data profile fot ther
"TSPNC50.DAT. . ;

Table C-11. PM No-Control Scert
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Filenames.
Component Tndicator

i .

TSP 2nd Highest Daily
TSP (X}:;l'_i?ég:é;ii"
Pie Annual Mean
PMie 2nd Highe;st Daily
PMie (X)th Percentile’

reductions in these uncertainties were not possible for
this study given time and resource limitations, the rela-
tive importance of particulate matter reduction con-
tributions towards total benefits of the Clean Air Act
highlights the importance of these uncertainties.

A number of uncertainties were introduced in the
process of speciating and rolling up individual com-
ponents of particulate matter. First, temporal and spa-
tial variability in the size and chemical properties of
particulate emissions are substantial. These charac-
teristics change from day to day at any given loca-
tion. Second, using changes in proxy pollutant emis-

Figure C-11. Distribution of Estimated Ratios for 1990
Control to No-control Annual Mean TSP Concentra-
tions, by Monitored County.
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sions, such as using SO, as a surrogate for SO,
in the western states, to roll up individual PM
components may introduce significant uncer-
tainty. Third, even assuming a satisfactorily
high degree of correlation between target and
surrogate pollutants, relying on predicted
changes in emissions at the state level further
compounds the uncertainty. Finally, and per-
haps most important, using PM,, to TSP ratios
derived from late 1980s monitoring data may
lead to significant underestimation of reduc-
tions in fine particulates achieved in earlier
years. This is because historical Clean Air Act
programs focused extensively on controlling
combustion sources of fine particulates. As a
result, the share of TSP represented by PM,
observed in the late 1980s would be lower due
to implementation of controls on combustion
sources. This would lead, in turn, to underesti-
mation of baseline PM,, concentrations, as a
share of TSP, in the 1970s and early 1980s. If baseline
PM,, concentrations in these early years are underes-
timated, the reductions in PM ; estimated by linear
scaling would also be underestimated.’?

Ozone

Nonlinear formation processes, long-range atmo-
spheric transport, multiple precursors, complex atmo-
spheric chemistry, and acute sensitivity to meteoro-
logical conditions combine to pose substantial diffi-
culties in estimating air quality profiles for ozone.
Even in the context of an aggregated, national study
such as this, the location-specific factors controlling
ozone formation preclude the use of roll-up modeling
based on proxy pollutants or application of state-wide
or nation-wide average conditions. Such simplifica-
tions would yield virtually meaningless results for
0ozone. ~

Ideally, large-scale photochemical grid models —
such as the Urban Airshed Model (UAM)— would
be used to develop control and no-control scenario
estimates for ozone concentrations in rural and urban
areas. Such models provide better representations of
the effects of several important factors influencing air
quality projections such as long-range atmospheric
transport of ozone. However, the substantial comput-
ing time and data input requirements for such models
precluded their use for this study.'® Instead, three sepa-

12 See SAI PM Report (1995), p. 5-9.

1 For a description of the extensive data inputs required to operate UAM, see SAI Ozone Report (1995), p. 1-1.
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e e

rate modeling efforts were conducted to provide ur-
ban and rural ozone profiles for those areas of the lower
48 states in which historical ozone changes attribut-
able to the Clean Air Act may be most significant.

First, for urban areas the Ozone Isopleth Plotting
with Optional Mechanisms-IV (OZIPM4) model was

1 See SAI Ozone Report (1995), p. 1-1.

S

run for 147 urban areas. Table C-12 lists the urban
areas modeled with OZIPM4. Although it requires
substantially less input data than UAM, the OZIPM4
model provides reasonable evaluations of the relative
reactivity of ozone precursors and ozone formation
mechanisms associated with urban air masses.!* Three
to five meteorological episodes were modeled for each
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of the 147 urban areas; and for each of these, four
model runs were performed to simulate the 1980 and
1990 control and no-control scenarios. The outputs of
these model runs were peak ozone concentrations for
each of the target year-scenario combinations. The
differentials between the control and no-control sce-
nario outputs were averaged over meteorological epi-
sodes and then applied to scale up historical air qual-
ity at individual monitors to obtain no-control case
profiles. As for the other pollutants, the control sce-
nario profiles were derived by fitting statistical distri-
butions to actual historical data for individual moni-
tors.

Second, the 15-layer RADM runs for 1980 and
1990 were used to estimate the relative change in ru-
ral ozone distributions for the eastern 31 states. In ad-
dition, a limited number of 20-km grid cell high-reso-
lution RADM runs were conducted to benchmark the

15-layer, 80-km RADM median ozone response and
to estimate high ozone response. The relative changes
in modeled median and 90th percentile rural ozone
were then assumed to be proportional to the changes
in, respectively, the median and 90th percentile ozone
concentrations. The domain of the high-resolution
RADM is shown in Figure C-4 and the general RADM
domain is shown in Figure C-12.

Finally, the SARMAP Air Quality Model
(SAQM) was run for EPA by the California Air Re-
sources Board (CARB) to gauge the differences in
peak ozone concentrations in key California agricul-
tural areas for 1980 and 1990. No-control profiles were
developed for ozone monitors in these areas by as-
suming the relative change in peak ozone concentra-
tion also applies to the median of the ozone distribu-
tion. The domain of the SAQM is shown in Figure C-
12. ;

Figure C-12. RADM and SAQM Modeling Domains, with Rural Ozone Monitor Locations. -
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Control scenario ozone profiles

For ozone, air quality profiles were developed
from historical AIRS data and calculated for individual
monitors based on 1, 2, 6, 12, and 24 hour averaging
times. Profiles based on the daily maximum concen-
trations for these averaging times were also calculated.
Given the significance of seasonal and diurnal ozone
formation, twelve separate profiles of hourly ozone
distributions were also developed for six 2-month
periods and for daytime and nighttime hours. The
2-month periods are January-February, March-April,
and so forth. The diurnal/nocturnal profiles are divided
at 7 AM. and 7 P.M. Local Standard Time. All of
these profiles are based on constructing 1, 2, 6, 12,
and 24-hour moving average profiles from the hourly
ozone data from each monitor.’® A two-parameter
gamma distribution is then fitted to characterize each
of these air quality profiles.' The functional form of
the gamma distribution, the basis for deriving the
monitor-specific values for mean and variance, and
an analysis of the goodness of fit to the data are pre-
sented in the SAI Ozone Report (1995).

Table C-13 summarizes the ozone monitoring data
used as the basis for the control scenario profiles. The
distribution of these monitors among urban, subur-

ban, and rural locations is presented in Table C-2 of
the SAI Ozone Report (1995).

Given the substantial number of alternative air
quality profiles for ozone, approximately 20 high-den-
sity disks are required to hold the profiles, even in
compressed data format. Resource limitations there-
fore preclude general distribution of the actual pro-
files. As discussed in the caveats and uncertainties
subsection below, however, the substantial uncertain-
ties associated with model results for any given area
preclude application of these profiles in contexts other
than broad-scale, aggregated assessments such as the
present study. The historical ozone monitoring data
used as the basis for this study are, nevertheless, avail-
able through EPA’s Aerometric Information Retrieval
System (AIRS).

No-control scenario ozone profiles

The specific modeling methodologies for the
OZIPM4 runs —including emissions processing, de-
velopment of initial and boundary conditions, meteo-
rological conditions, simulation start and end times,
organic reactivity, and carbon fractions— are de-
scribed in detail in the SAI Ozone Report (1995).
Assumptions and modeling procedures not otherwise
described in the SAI report were conducted in accor-
dance with standard EPA guidance."”

Similarly, the RADM modeling methodology
used to estimate changes in day-time rural ozone dis-
tributions in the eastern 31 states are described in de-
tail in the RADM Report (1995). The referenced re-
port also provides complete citations of the literature
associated with development, standard application
procedures, and evaluation of RADM by the National
Acid Precipitation Assessment Program (NAPAP).

To derive the no-control scenario results for key
California agricultural areas, the California Air Re-
sources Board and US EPA’s Region 9 office agreed
to conduct three runs of the SAQM. For the 1990 con-
trol scenario, the 1990 SARMAP base case scenario
adopted for California State Implementation Plan
modeling was adopted.!® Derivation of 1990

I5 For the nighttime profiles, only 1, 2, 6, and 12-hour averaged concentrations are derived.

16 Normal and lognormal distributions were also developed and tested for goodness of fit; however, the gamma distribution provided
a better representation of the concentration distribution. See SAI Ozone Report (1995), page 4-2.

17 US EPA, Office of Air Quality Planning and Standards, “Procedures for Applying City-Specific EKMA,” EPA-450/4-89-012, 1989.

18 Documentation of the SARMAP Air Quality Model and the SARMAP 1990 base case can be found in the SAQM references listed
at the end of this appendix.
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no-control and 1980 control and no-control scenarios
was based on adjusting the aggregate mobile, point,
and area source VOC and NO_ emissions associated
with each of these cases. For example, the 1980
no-control results were derived by, first, multiplying
the 1990 SARMAP base case mobile source VOC
emissions by the ratio of 1980 no-control scenario to
1990 control scenario mobile source VOC emissions
derived for the present study. Similar adjustments were
made for point and area sources, and for NO_. The
SAQM was then re-run holding fixed all other condi-
tions associated with the 1990 SARMAP base case,
including meteorology, activity patterns, and other
conditions. The specific emission ratios used to modify
the 1990 SARMAP base case are presented in Table
C-14. The ratios themselves were derived by adding
on-highway and off-highway emissions to represent
the mobile source category; adding utility, industrial
process, and industrial combustion emissions to rep-
resent point sources; and using commercial/residen-

results. This is because OZIPM4 provides only the
maximum hourly ozone concentration. However, to
estimate all the various physical consequences of
changes in ambient ozone concentrations, the current
study requires estimation of the shift in the entire dis-
tribution of ozone concentrations. Since it is daytime
ozone season concentrations which are most sensi-
tive to changes in VOC and NO, emissions, the pre-
dicted shifts in the most important component of the
ozone concentration distribution are reasonably well-
founded. The method adopted for this analysis in-
volved applying the no-control to control peak con-
centration ratio to all concentrations in the distribu-
tion down to a level of 0.04 ppm. The 0.04 ppm level
is considered at the high end of hypothetical ambient
ozone concentrations in the absence of all anthropo-
genic ozone precursor emissions. A ratio of 1.0 is used
for ozone concentrations at or near zero. The method-
ology is described in more detail in the SAI Ozone
Report (1995) on page 4-6.

tial emissions to represent area sources. The no-control
scenarios were then derived by adjusting the peak and
median of the control scenario ozone distribution
based on the ratio of SARMAP-predicted peak ozone
concentrations under the control and no-control sce-
narios.

The relative results of the control and no-control
scenario runs of the OZIPM4, RADM, and SAQM
models were then used to derive the no-control case
air quality profiles. For the urban monitors relying on
OZIPM4 results, only ozone-season daytime concen-
trations could be calculated directly from OZIPM4

Estimating changes in rural ozone concentrations
is required primarily for estimating effects on agri-
cultural crops, trees, and other vegetation. For this
reason, only the differences in daytime, growing sea-
son ozone concentrations are derived for the present
study. As described in detail in the SAT Ozone Report
(1995) on page 4-7, the no-control rural ozone pro-
files are calculated by, first, taking the ratio of the
average daytime growing season ozone concentrations
simulated by RADM or SAQM (whichever is relevant
for that monitor). The ratio of no-control to control
scenario average ozone concentration is then applied
to all the hourly concentrations from that monitor.
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Profiles based on 1, 2, 6, 12, and 24-hour averages
are then calculated for the control case; and averages
for daytime hours are calculated for the no-control
case.! Even though the control and no-control sce-
nario off-season profiles are held constant, profiles
for the no-control scenario are developed for all
months of the year since the ozone season varies
throughout the country.

Summary differences in ozone air
quality

Figure C-13 presents a summary of the results of
the 1990 OZIPM4 results for all 147 of the modeled
urban areas. Specifically, the graph depicts a fre-
quency distribution of the ratio of control to no-control
scenario peak ozone. While the vast majority of simu-
lated peak ozone concentration ratios fall below 1.00,
eight urban areas show lower simulated peak ozone
for the no-control scenario than for the control sce-
nario. For these eight urban areas, emissions of pre-
cursors were higher under the no-control scenario;
however, the high proportion of ambient NO, com-
pared to ambient non-methane organic compounds
(NMOC:s) in these areas results in a decrease in net
ozone production when NO, emissions increase. Fig-
ures C-14 and C-15 present frequency distributions
for control to no-control ratios of average ozone-sea-
son daytime ozone concentrations at rural monitors
as simulated by RADM and SAQM, respectively.

These figures indicate that, by 1990, no-control
scenario ozone concentrations in the modeled areas
would have been generally higher in both urban and
rural areas. Rural area concentrations differences are
not as great as urban area differences due to (a) the
differentially greater effect of CAA emission controls
in high population density areas, and (b) potential dif-
ferences in the models used for urban and rural areas.

Ozone reductions in both rural and urban areas
projected in this analysis are not as proportionally large
as the estimated reductions in emissions of ozone pre-
cursors for at least four reasons. First, current knowl-
edge of atmospheric photochemistry suggests that
ozone reductions resulting from emissions changes
will be proportionally smaller than the emissions re-
ductions. Second, biogenic emissions of VOCs, an
important ozone precursor, are significant and are held
constant for the control and no-control scenarios of
this analysis. Biogenic emissions are important be-
cause they contribute roughly half of the total

Figure C-13. Distribution of Estimated -Ratios for 1990
Control to No-control OZIPM4-Simulated 1-Hour Peak

Ozone Concentrations, by Urban Area.
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Figure C-14. Distribution of Estimated Ratios for 1990

Control to No-control RADM-Simulated Daytime Aver-

age Rural Ozone Concentrations, by RADM Grid Cell.
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Figure C-15. Distribution of Estimated Ratios for 1990
Control to No-control SAQM-Simluated Daytime Aver-

age Ozone Concentrations, by SAQM Monitor.
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¥ The no-control scenario nighttime profiles are assumed to be the same as the control scenario profiles.
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(manmade plus natural) VOC emissions nationwide.
Due to this abundance of VOC loading and the inher-
ent nonlinearity of the ozone-precursor response sys-
tem,? historical reductions in anthropogenic VOC
emissions can yield minimal reductions in ozone, es-
pecially in rural environments. Third, this rural effect
also influences urban areas receiving substantial ozone
transported in from surrounding areas. Consequently,
the effect of emission controls placed in urban areas
often is reduced since much of the urban area ozone
is imported. Thus, the problem is truly regionalized
given the importance of transport, biogenic emissions
and associated urban-rural interactions, all contribut-
ing toward a relatively non-responsive atmospheric
system.?! Finally, physical process characterizations
within OZIPM4 are severely limited and incapable of
handling transport, complex flow phenomena, and
multi-day pollution events in a physically realistic
manner. Consequently, it is possible that the OZIPM4
method used herein produces negative bias tenden-
cies in control estimations. Additional discussion of
uncertainties in the ozone air quality modeling is pre-
sented in the following section.

Key caveats and uncertainties for ozone

There are a number of uncertainties in the overall
analytical results of the present study contributed by
the ozone air quality modeling in addition to the po-
tential systematic downward bias discussed above.
First, there are substantial uncertainties inherent in any
effort to model ozone formation and dispersion. These
uncertainties are compounded in the present study by
the need to perform city-specific air quality modeling
using OZIPM4, which is less sophisticated than an
Eulerian model such as the. Urban Airshed Model.
However, while the absolute ozone predictions for any
given urban area provided by OZIPM4 may be quite
uncertain, the process of aggregating results for a num-
ber of cities and meteorological episodes should sig-
nificantly reduce this uncertainty.?> Urban areas for
which ozone changes may be overpredicted are offset
to some degree by urban areas for which the change
in ozone concentrations may be underpredicted. In
weighing the significance of this source of uncertainty,

it is important to consider the central purpose of the
present study, which is to develop a reasonable esti-
mate of the overall costs and benefits of all historical
Clean Air Act programs. All analyses are based on
relative modeled results, and ratios of the model pre-
dictions for the control and no-control scenarios, rather
than the absolute predictions. As a result of this, the
effect of any bias in the model predictions is greatly
reduced due to partial cancellation.

Additional uncertainty is contributed by other
limitations of the models, the supporting data, and the
scope of the present analysis. Relying on linear inter-
polation between 1970 and modeled 1980 results to
derive results for 1975, and between modeled results
for 1980 and 1990 to derive results for 1985, clearly
adds to the uncertainty associated with the RADM-
based rural ozone estimates. Assuming that changes
in peak concentration predicted by OZIPM4 and
SAQM can be applied to scale hourly ozone values
throughout the concentration distribution also contrib-
utes to uncertainty. Resource and model limitations
also required that night-time ozone concentrations be
held constant between the scenarios. This leads to an
underestimation of the night-time component of ozone
transport. Finally, changes in rural ozone in areas not
covered by RADM or SAQM could not be estimated.
As a result, potentially significant changes in ambi-
ent ozone in other major agricultural areas, such as in
the mid-west, could not be developed for this analy-
sis. The Project Team considered using an emissions
scaling (i.e., a roll-back) modeling strategy to develop
crude estimates of the potential change in rural ozone
concentrations in monitored areas outside the RADM
and SAQM domains. However, the Project Team con-
cluded that such estimates would be unreliable due to
the nonlinear effect on ozone of precursor emission
changes. Furthermore, the team concluded that
baseline levels of ozone and changes in precursor
emissions in these areas are relatively low. The deci-
sion not to spend scarce project resources on estimat-
ing ozone changes in these rural areas is further sup-
ported by the relatively modest change in rural ozone
concentrations estimated within the RADM and
SAQM domains.

 Nonlinear systems are those where a reduction in precursors can result in a wide range of responses in secondary pollutants
such as ozone. Ozone response often is “flat” or nonresponsive to reductions of VOCs in many rural areas with significant natural
VOC emissions. Also, ozone can increase in response to increases in NO_ emissions in certain localized urban areas.

2 Both the 1990 CAA and EPA’s and the National Academy of Science’s Section 185B Report to Congress recognized the
consequentces of biogenics, transport and the need to conduct regionalized assessments, as reflected in organizational structures such
as the Ozone Transport Commission and the North American Research Strategy for Tropospheric Ozone (NARSTO).

2 Note that aggregating individual urban area results may reduce the effect of uncertainty in individual city projections (i.e.,
overestimated cities would offset underestimated cities). However, aggregation of individual urban area results would not reduce
potential errors caused by systematic biases which arise due to, for example, misestimated emissions inventories.
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Visibility

Two separate modeling approaches were used to
estimate changes in visibility degradation in the east-
ern and southwestern U.S. These are the two regions
of the coterminous U.S. for which Clean Air Act pro-
grams were expected to have yielded the most sig-
nificant reductions in visibility degradation. Visibil-
ity changes in the eastern 31 states were estimated
based on the RADM/EM results for sulfates; and
changes in visibility in 30 southwestern U.S. urban
areas were calculated using a linear emissions scaling
approach. Despite the potential significance of Clean
Air Act-related visibility changes in southwestern U.S.
Class I areas, such as National Parks, resource limita-
tions precluded implementation of the analysis
planned for these areas.

The RADM/EM system includes a post-proces-
sor which computes various measures of visibility
degradation associated with changes in sulfate aero-
sols.? The basic approach is to allocate the light ex-
tinction budget for the eastern U.S. among various
aerosols, including particulate sulfates, nitrates, and
organics. The change in light extinction from sulfates
is provided directly by RADM, thereby reflecting the
complex formation and transport mechanisms asso-
ciated with this most significant contributor to light
extinction in the eastern U.S. Nitrates are not estimated
directly by RADM. Instead, RADM-estimated con-
centrations of nitric acid are used as a surrogate to
provide the basis for estimating changes in the par-
ticulate nitrate contribution to light extinction. The
organic fractions were held constant between the two
scenarios. Standard outputs include daylight distribu-
tion of light extinction, visual range, and DeciViews*
for each of RADM’s 80-km grid cells. For the present
study, the RADM visibility post-processor was con-
figured to provide the 90th percentile for light extinc-
tion and the 10th percentile for visual range to repre-
sent worst cases; and the 50th percentile for both of
these to represent average cases. More detailed docu-

mentation of the RADM/EM system and the assump-
tions used to configure the visibility calculations are
presented in the RADM Report (1995).

To estimate differences in control and no-control
scenario visibility in southwestern U.S. urban areas,
a modified linear rollback approach was developed
and applied to 30 major urban areas with population
greater than 100,000.* For each of the 30 urban cen-
ters, seasonal average 1990 air quality data was com-
piled for key pollutants, including NO, and PM, , con-
tributing fo visibility degradation in southwestern U.S.
coastal and inland cities. PM,  was then speciated into
its key components using city-specific annual aver-
age PM, profile data. After adjusting for regional —
and for some species, city-specific— background lev-
els, concentrations of individual light-attenuating spe-
cies were scaled linearly based on changes in emis-
sions of that pollutant or a proxy pollutant.?® Using
the same approach used for the 1993 EPA Report to
Congress on effects of the 1990 Clean Air Act Amend-
ments on visibility in Class I areas, light extinction
coefficients for each of these species were then mul-
tiplied by their respective concentrations to derive a
city-specific light extinction budget.?” This process
was repeated for pre-1990 control and all no-control
scenarios by scaling 1990 results by the relative change
in annual county-level emissions of SO, NOX, and
PM. Based on the city-specific light extinction bud-
get calculations, measures for total extinction, visual
range, and DeciView were calculated for each sce-
nario and target year.

Control scenario visibility

Unlike the other air quality conditions addressed
in the present study, modeled visibility conditions are
used as the basis for the control scenario rather than
actual historical conditions. However, like the other
air quality benefits of the historical Clean Air Act, it
is the differences between modeled visibility outcomes
for the control and no-control scenarios which are used

* A complete discussion, including appropriate references to other documents, of the RADM and RADM/EM modeling
conducted for the present study is presented in the subsection on acid deposition earlier in this appendix.

 The DeciView Haze Index (dV) is a relatively new visibility indicator aimed at measuring visibility changes in terms of human
perception. It is described in detail in the SAI SW Visibility Report (1994), pp- 4-2 to 4-3. See also Pitchford and Malm (1994) for

the complete derivation of the DeciView index.

* Complete documentation of the linear scaling modeling, speciation methodologies, spatial allocation of emissions, and other
. data and assumptions are provided by the SAI SW Visibility Report (1994).

% For example, sulfate (SO ) concentrations were scaled based on changes in sulfur oxide (SO,) emissions.

* The term “light extinction budget” refers to the apportionment of total light attenuation in an area to the relevant pollutant

species.
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to estimate visibility benefits. Nevertheless, 1990 ab-
solute levels of eastern U.S. visibility predicted by
RADM under the control scenario are presented in
Figure C-16 to provide a sense of initial visibility con-
ditions.

For the southwestern urban areas, 1990 control
scenario annual average light extinction budget, vi-
sual range, and DeciView conditions are listed in Table
C-15. These 1990 results are presented to give the
reader a sense of the initial visibility conditions in
absolute, albeit approximate, terms.

No-control scenario visibility

The no-control scenario visibility results for the
eastern U.S. area covered by RADM are presented in
Figure C-17. No-control scenario 1990 outcomes for
the 30 southwestern U.S. urban areas are presented in
Table C-16.

Summatry differences in visibility

DeciView Haze Index

The DeciView Haze Index (dV) has recently been
proposed as an indicator of the clarity of the atmo-
sphere that is more closely related to human percep-
tion than visual range (VR) or total extinction (b,,)
(Pitchford and Malm, 1994). It is defined by the equa-
tion:

dV= 10 lne (~1—~

where:

b, = total extinction in inverse megameters

T (MmY)

This index has the value of approximately O when
the extinction coefficient is equal to the scattering
coefficient for particle-free air (Rayleigh scattering)
and increases in value by approximately one unit for
each 10 percent increase in b, ,. Since the apparent
change in visibility is related to the percent change in
b,,, (Pitchford et al., 1990), equal changes in dV cor-
respond to approximately equally perceptible changes
in visibility. Recent research indicates that, for most
observers, a “just noticeable change” in visibility cor-
responds to an increase or decrease of about one to
two dV units.

Figure C-16. RADM-Predicted Visibility Degradation,
Expressed in Annual Average DeciView, for Poor Visibility
Conditions (90th Percentile Under the Control Scenario.

Figure C-17. RADM-Predicted Visibility Degradation,
Expressed in Annual Average DeciView, for Poor Visibility
Conditions (90th Percentile Under the No-control Scenario.
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Both VR and dV are measures of the value of b_
at one location in the atmosphere. Both are unaffected
by the actual variability of the compositions and illu-
mination of the atmosphere, so neither is closely linked
to the human perception of a particular scene. The
isolation of these parameters from site-specific varia-
tions and temporal fluctuations of the atmospheric il-
lumination increases their usefulness for comparing
the effects of air quality on visibility across a range of
geographic locations for a range of time periods. Each
parameter attempts to scale the b, data so that changes
in air quality can be used to provide an indication of
changes in the human perception of a scene.

Modeling Results

The differences in modeled 1990 control and
no-control scenario visibility conditions projected by
the RADM/EM for the eastern U.S. are presented in
Figure C-18. The map shows the percent increase in
modeled annual average visibility degradation under
poor conditions for 1990 when moving from the con-
trol to the no-control scenario. The results indicate
perceptible differences in visibility between the con-
trol and no-control scenario throughout the RADM
domain. The relatively large increase in visibility im-
pairment in the Gulf Coast area is a reflection of the

Figure C-18. RADM-Predicted Increase in Visibility

significant increases in 1990 sulfate concentrations
associated with the no-control scenario. (See the ear-
lier discussion of effects in this region in the sections
dealing with acid deposition.)

The differences in modeled 1990 control and
no-control scenario visibility conditions in the 30
southwestern U.S. urban areas projected by linear roll- -
back modeling are presented in Table C-17. When
reviewing these visibility degradation differentials for
the 30 southwestern U.S. urban areas, it is important
to consider that while estimated differences in visual
range were in many cases very large, changes in the
DeciView Haze Index (dV) may be relatively small.
This is because the perception of visibility degrada-
tion measured by dV may be small when baseline vis-
ibility is high?® Even so, the results indicate that, by
1990, visibility in southwestern U.S. urban areas
would be noticeably worse under the no-control sce-
nario.

Key caveats and uncertainties for
visibility

There are several sources of uncertainty in the
RADM and southwestern U.S. linear scaling model
analyses. For RADM, the use of nitric acid as a surro-

gate for estimating changes in light-attenuating ni-
trate particles ignores the interaction effects of ni-
trates, sulfates, and ammonia. As a result, increases

Degradation, Expressed in Annual Average DeciView,
for Poor Visibility Conditions (90th Percentile) Under the
No-control Scenario.

in nitrates may be overestimated by the model when
both sulfates and nitric acid increase. However, the
significance of this potential overestimation is miti-
gated to some extent by the relative insignificance
of nitrate-related visibility degradation relative to
sulfates which prevails in the eastern U.S.

Several important uncertainties in the south-
western U.S. urban area visibility analysis are de-
scribed in detail in the SAT SW Visibility Report
(1994). First, the need to use seasonal average con-
ditions leads to underestimation of extreme visibil-
ity impairment episodes associated with high hu-
midity, since particle growth due to water absorp-
tion is highly nonlinear. Second, although the use
of city-specific light extinction and PM speciation
data is significantly better than reliance on regional
averages, uncertainties in city-specific data may
contribute to overall uncertainty in the estimates.
However, overall uncertainty associated with these
factors will be reduced to some extent since over-
estimation of visibility degradation in some cities

# See SAI SW Visibility Report (1994), page 5-3.
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will be offset by underestimations in other cities. Fi-
nally, the linear scaling used to estimate the pre-1990
control scenarios and the no-control scenarios was
based on changes in county-wide or air basin emis-
sions. Uncertainties associated with apportionment of
state-wide emission changes to individual counties or
air basins may contribute significantly to overall un-
certainty in the visibility change estimates. Such ap-
portionment is particularly difficult for SO, emission
changes, since emission reductions achieved by the
Clean Air Act tended to be at relatively remote utility
and smelter plants. However, sulfates are a relatively

minor source of light attenuation in western urban

areas.

An important overall limitation of the visibility
" analysis conducted for the present study is that only
southwestern urban areas and the eastern 31 states
were included. The Clean Air Act may have contrib-
uted toward significant reductions in visibility degra-
dation in other areas. For example, Clean Air Act pro-
grams to reduce ambient particulate matter may have
motivated reductions in silvicultural burning in some
northwestern states. Perhaps the greatest deficiency
in geographic coverage by the present study is the
omission of visibility changes in Class I areas in the
west. '
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Appendix D: Human Health and Welfare Effects

of Criteria Pollutants

Introduction

In responding to the mandate of section 812, EPA
conducted a comprehensive benefits analysis to iden-
tify and estimate the quantifiable health and welfare
benefits enjoyed by Americans due to improved air
quality resulting from the CAA. Health benefits re-
sulted from avoidance of air pollution-related health
effects, such as mortality, respiratory illness, and heart
disease. Welfare benefits accrued where improved air
quality averted damage to ecological health and mea-
surable resources, such as agricultural production,
building materials, and visibility.

This appendix presents an overview of EPA’s
approach for modeling human health and welfare ef-
fects. It provides an outline of the principles used to
guide the benefits analysis, details methods used to
quantify criteria air pollutant exposure nationwide
across the study period (1970 to 1990), and discusses
several critical conceptual and implementation issues
for using health and welfare effect information. Mod-
eling results, estimates of avoided incidences of ad-
verse health and welfare effects, are then presented.
Ecological and agricultural benefits are examined in
more detail in Appendices E and F, respectively. Ap-
pendix I details the approach used to translate health
and welfare effects into monetary benefits.

Principles for the Section 812
Benefits Analysis

Estimating the effects of even modest shifts in
environmental releases involves complex chemical,
environmental, biological, psychological and eco-
nomic processes. The task of estimating the broad
changes associated with adoption and implementation
of the Clean Air Act challenges the limits of scien-
tific knowledge and modeling capability to synthe-
size available information and techniques into a prac-
tical framework. A pragmatic plan for a comprehen-
sive assessment must fairly reflect the complexities

and uncertainties, but still produce a policy-relevant
analysis in a timely fashion. In order to achieve this
ambitious goal, the following principles have been
used to guide the section 812 benefits assessment.

Comprehensiveness: The assessment should in-

clude as many benefit categories as are reasonably
believed to be affected by implementation of the Clean
Air Act. Comprehensiveness requires assessing effects
with which greater levels of scientific confidence are
associated, as well as less well-understood effects. The
degree of relative certainty among effects must be
carefully described in order to fairly present a broad
portrayal of the physical and social benefits accruing
to the nation from implementing the Act. In addition,
section 812 of the 1990 CAA Amendments explicitly
directs a comprehensive henefits coverage that pro-
hibits a default assumption of zero value for identi-
fied benefits unless a zero value is supported by spe-
cific data.

Quantification Where Feasible: The central goal
of the present study is to evaluate and compare the
benefits and costs of historical CA A-related programs.
Effective comparison of the variety of human health,
welfare, and ecological benefits with the associated
compliance costs requires that these consequences be
measured in terms of a common metric. Expressing
the value of these various effects in economic terms
is the most efficient way to accomplish this objec-
tive, and is consistent with standard practices associ-
ated with economic benefit-cost analysis. Expressing
these effects in economic terms requires quantifying
and presenting estimated effects in both physical and
monetized economic terms. Pursuant to this paradigm,
the emphasis in the present study is largely on cat-
egories having direct and perceptible effects on hu-
man health. That is, the emphasis of the analysis is on
categories such as symptoms and diseases rather than
on physical changes (such as cell level changes) that
do not directly result in a decreased health status no-
ticeable to the individual. '
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Efficient Use of Previous Research Results: Sig-

nificant research effort has been spent to understand
and quantify the complex relationships between air
pollution and human health. The present study has
relied as much as possible on available research re-
sults, making adjustments as necessary to apply the
existing results to the current analysis.

Incorporate Uncertainty: To properly convey the
results of any benefits assessment, it is important to
include an evaluation and characterization of how
much confidence the analysts have in the estimates.
Ideally this would include a formal quantitative as-
sessment of the potential for error, and the sources,
directions, and potential significance of any resultant
biases. A method for considering and reporting un-
certainty must be built into the fundamental design of
the assessment. Such a framework was developed and
applied in the present study, and was supplemented
where necessary by expert judgment regarding the
sources and potential significance of errors in each
analytical step.

General Modeling Approach

Consistent with these principles, the EPA devel-
oped an approach for quantifying the effects of re-
duced pollutant exposure, with particular focus on
those effect categories for which monetary benefits
could be estimated. As described previously, the study
design adopted for the section 812 assessment links a
sequence of analytical models. The macroeconomic
modeling (Appendix A) estimated economy-wide ef-
fects of CAA expenditures. These effects provided a
basis for the modeling of criteria pollutant emissions
under the two scenarios considered (the factual con-
trol scenario and the hypothetical no-control scenario),
as documented in Appendix B. The emissions esti-
mates were used as input to the air quality models
(Appendix C). Ambient pollutant concentrations es-
timated by the air quality models were used as inputs
to the health and welfare benefits model, the focus of
this appendix.

The approach developed to model health and wel-
fare benefits is known as a “reduced form” or “em-
bedded model” approach. The concept of a reduced
form model is to use simplified versions of previously
constructed complex models to characterize the im-

pact of a series of linked physical and sociceconomic
processes. The health and welfare benefits model is
characterized as a reduced form model because it re-
lies onsummaries of the data output from the air qual-
ity models, which rely on emissions summaries and
summaries of macroeconomic conditions, succes-
sively. Although results of the independent. models
are used in series, the models themselves have not
been integrated into the health and welfare benefits
model.

In general, the reduced form health and welfare
benefits model relies on two fundamental inputs: (1)
nationwide changes in pollutant exposures across the
study period, and (2) the association between changes
in exposure and expected changes in specific health
and welfare effects. These inputs are discussed be-
low.

Quantifying Changes in Pollutant
Exposures

Estimating changes in pollutant exposures re-
quires characterization of nationwide air quality im-
provements across the study period, as well as the
populations exposed to the different levels of improve-
ment.

Air Quality

As discussed in Appendix C, the section 812
analysis estimated ambient concentrations for both the
control and no-control scenarios for the following
pollutants and air quality parameters:

s Particulate matter, less than 10 microns in
diameter (PM )

* Ozone (O)

* Nitrogen dioxide (NO,)

* Sulfur dioxide (SO,)

*  Carbon monoxide (CO)

* Visibility measures (light extinction and
DeciView)! '

* Lead (Pb)

Generally, this analysis adopted actual historical
air pollution monitoring data to represent control sce-
nario air quality. No-control scenario profiles were

! While the visibility measures listed are not criteria air pollutants, they provide important measures of a significant welfare
effect resulting from air pollution, visibility degradation. Light extinction (which is related to DeciView, a haziness index) results
from light scattered by fine particles in the atmosphere, especially sulfates and ammonium nitrates. As atmospheric concentrations of
such particles increase, light is attenuated and visibility diminishes.
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derived by running the control and no-control scenario
emissions inventories through a suite of air quality
models and then using the differences in these mod-
eled outcomes to adjust the historical profiles. Since
lead was treated differently than the other pollutants,
the analysis of the CAA impacts on atmospheric lead
concentrations is documented in Appendix G.

With respect to the distribution of air quality data
across the two decades considered, it should be noted
that both the number and location of monitors track-
ing air quality changed over time. Table D-1 depicts
the number of monitors for each pollutant across the
period of this analysis. The number of monitors gen-
erally increased throughout the 1970s and leveled off
or declined at varying points during the 1980s, de-
pending on the pollutant.

For the section 812 modeling, the non-lead pol- -

lutants have been characterized as either county-level
or monitor-level pollutants. The distinction was im-
portant for quantifying the population exposed to dif-
ferent levels of air quality improvements, as discussed
below. PM,, is considered a county-level pollutant,
since historical concentrations in monitored counties
have been synthesized into a single concentration for
each county.? In contrast, O,, NO,, NO, SO,, and CO
were reported at specific monitor locations, given by
latitude/longitude coordinates. Finally, visibility was

treated as a county-level pollutant in the western U.S.
and a monitor-level pollutant in the eastern U.S.3 Air
quality data for PM  and ozone were reported for each
year of the study period; data for the remaining pol-
lutants were reported only for 1975, 1980, 1985, and
1990.

In order to reduce the volume of air quality data
necessary to describe pollutant concentrations for two
scenarios nationwide over twenty years, annual con-
centration profiles were reduced to frequency distri-
butions. That is, annual pollutant concentrations for a
variety of averaging times (e.g., 1-hour, 6-hour, daily)
were summarized as a distribution of values across
the-year. This approach reduced data management
requirements significantly, while adequately captur-
ing air quality improvements between the control and
no-control scenarios.

Population Distribution

. Health and some welfare benefits resulting from
air quality improvements are distributed to popula-
tions in proportion to the reduction in exposure each
enjoys. Predicting population exposures, then, is a
necessary step in estimating health effects. Doing so
for the section 812 analysis required not only an un-
derstanding of where air quality improved as a result
of the CAA, but also how many individuals were af-
fected by varying levels of air quality improvements.
Thus, a critical component of the benefits analysis
required that the distribution of the U.S. population
nationwide be described in a manner compatible with
the air quality data. Described below is the method
used to allocate U.S. Census data to a symmetrical
grid overlying the country.

“Census Data

Three years of U.S. Census data were used to rep-
resent the geographical distribution of U.S. residents:
1970, 1980, and 1990. Population data were supplied
at the census block group level, with approximately

2 Two different measures of ambient concentrations of particulate matter were used in the United States during the period 1970
to 1990. Prior to 1987, the indicator for the National Ambient Air Quality Standard for PM was total suspended particulates (TSP). In
1987, the indicator was changed to PM,‘ (particles less than 10 uM in diameter). Widespread PM,, monitoring did not begin until
1985; prior to that only TSP data is available. Because the recent scientific literature reports primarily the relationship between PM,
and adverse health and welfare effects, PM,, data is preferred, if available. Where only TSP is available, PM,, concentrations were
estimated using PM: TSP ratios that vary by area of the country and the urban/rural characterization of the area.

3 In the western U.S., visibility was modeled using a linear-rollback model and extinction budget approach for 30 major urban
centers (SAI, 1994). The modeling results, reported in DeciView, were applied to the counties in the vicinity of the urban centers and
considered to share a common air basin. In the eastern U.S., Regional Acid Deposition Model (RADM) runs provided visibility
estimates in terms of light extinction coefficients. These were modeled across a 60 km. X 60 km. grid, approximately covering the
eastern half of the country. Since the extinction cozfficients were reported at the grid cell centroids, for which the coordinates were
known, visibility in the east was treated as a monitor-level pollutant.
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290,000 block groups nationwide. Allocating air qual-
ity improvements to the population during intermedi-
ate years necessitated interpolation of the three years
of population data. Linear interpolation was performed
at the block group level in order to preserve the vari-
ability in growth rates throughout the country.

Gridding U.S. Population

To ease computational burden, block group popu-
lation estimates were aggregated to a rectangular grid
structure. The grid, comprised of ten kilometer by ten
kilometer gridcells, spanned the entire area of the con-
tentional United States. This grid size generated
46,885 populated gridcells throughout the U.S.

The entire population of each block group was
assumed to reside at the geographical centroid of the
block group area, the coordinates of which were avail-
able from the U.S. Bureau of the Census. Block group
populations were aggregated to gridcells according
to the block group centroids encompassed by each cell.
In addition to the population of each gridcell, the state
and county names for each gridcell were retained,
permitting aggregation of data at the state and county
level, as well as nationwide.

Allocating Exposure Estimates to the Population

Two alternative modeling strategies were used to
allocate air quality improvements to the U.S. popula-
tion. They differed in terms of both the certainty of
the estimates and the geographic coverage:

Table D-2. Population Cover
50 km” Model Runs (percent
population). : :

co 67.4% 6.
EXT 732%
NO: 533% . 58 _
0 555% " 70.59
PMip 785% 79, : :
SOz 64.7% 3
Pb 100% 009

e e S e e T T e, e O

Method One

Air quality improvements (difference between
control and no-control scenarios) were applied to in-
dividuals living in the vicinity of air quality monitors.
For pollutants with monitor-level data, it was assumed
that the individuals in a gridcell were exposed to air
quality changes estimated at the nearest monitor, as
long as the monitor was within 50 kilometers. Like-
wise, for PM, (for which data was available at the
county level) the population of each monitored county
was assumed to be exposed to the air quality changes
reported for that county.* The remainder of the popu-
lation was excluded from the analysis.

Unfortunately, by limiting the quantitative analy-
sis to populations within 50 km of a monitor (or within
a monitored county, for PM), a significant portion of
the U.S. population was left out of the analysis (see
Table D-2). For most pollutants in most years (ex-
cepting lead), less than three-quarters of the popula-
tion lived within 50 km of a monitor (or within a PM-
monitored county). Clearly, an analysis that excluded
25 percent of the population from the benefits calcu-
lations (thus implicitly assuming that the CAA had
no impact on that population) would understate the
physical effects of the CAA. Conversely, ascribing
air pollution reduction benefits to persons living great
distances from air quality monitors is a speculative
exercise, and could overstate benefits.

Method Two

As an alternative modeling strategy, air quality
improvements were applied to almost all individuals
nationwide. Where monitor data were not available
within 50 kilometers, data from the closest monitor,
regardless of distance, were used. Similarly, PM
concentrations were extrapolated using regional air
quality models to all counties (even those for which
monitoring data was unavailable) and applied to the
populations of those counties.

Although subject to less certain air quality data,
the second alternative extrapolates pollutant exposure
estimates to almost the entire population using the

.closest monitoring data available (see Table D-3).°

This second alternative was chosen as the preferred
approach in the benefits analysis. The sensitivity of

4 Since the lead (Pb) analysis, which was handled separately from that of the other criteria pollutants, did not require air quality
modeling data, the issue of proximity to monitors is irrelevant. The Pb analysis extended to 100 percent of the population.

5 While this alternative captures the vast majority of the U.S. population, it does not model exposure for everyone. To improve
computational efficiency, those gridcells with populations less than 1,000 were not modeled; these cells account for less than five

percent of the U.S. population.
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the benefits estimate to the extrapolation of air qual-
ity data beyond monitored areas is explored in Ap-
pendix L

Estimating Human Health Effects
of Exposure

It is impossible to estimate all of the physical ef-
fects that would have occurred without the Clean Air
Act. While scientific information is available that
makes it possible to estimate certain effects, many
other, potentially very important, health and welfare
effects cannot be estimated at this time. Other physi-
cal effects can be quantified, but it is impossible to
assess the economic value of those endpoints based
on the current economics literature. Table D-4 shows
the health and welfare effects for which quantitative
analysis has been prepared, as well as some of the
health effects that have not been quantified in the
analysis.

In order to translate the reductions in pollutant
exposure estimated to result from the CAA into health
benefits, it is necessary to quantify the relationship
between such exposures and adverse health effects.
As indicated below, this analysis relies on concentra-
tion-response relationships published in the scientific
literature which provide estimates of the number of
fewer individuals that incur an adverse health effect
per unit change in air quality. Such relationships are
combined with the air quality improvement and popu-
lation distribution data to estimate changes in the in-
cidence of each health endpoint. By evaluating each
concentration-response function for every gridcell

throughout the country, and aggregating the resulting
incidence estimates, it was possible to generate na-
tional estimates of avoided incidence.

It should be noted that a slightly different approach
was used to compute health effects associated with
exposure to gasoline lead. Instead of relating health
outcomes to ambient pollutant concentrations, the
concentration-response functions for lead-induced
effects link changes in health effects directly to
changes in the population’s mean blood lead level.
This value is directly related to the concentration of
lead in gasoline in a particular year. Appendix G docu-
ments both the methods used to characterize mean
blood lead levels and the approach for estimating hu-
man health effects from lead exposure.

The discussion below outlines the types of health
studies considered for this analysis, and issues criti-
cal to selecting specific studies appropriate for use in
the section 812 context. Next, details regarding use of
the results of the studies are explored. Finally, the
concentration-response functions used to model health
benefits from reductions in non-lead criteria pollut-
ants are outlined.

Types of Health Studies

Scientific research about air pollution’s adverse
health impacts uses a broad array of methods and pro-
cedures. The research methods used to investigate the
health effects of air pollution have become consider-
ably more sophisticated over time, and will continue
to evolve in the future. This progress is the result of
better available research techniques and data, and the
ability to focus further research more sharply on key
remaining issues based on the contributions of earlier
work.

The available health effects studies that could
potentially be used as the basis of the section 812 as-
sessment are categorized into epidemiology studies
and human clinical studies. Epidemiological research
in air pollution investigates the association between
exposure to air pollution and observed health effects
in the study population. Human clinical studies in-
volve examination of human responses to controlled
conditions in a laboratory setting. Research has been
conducted on health effects from exposure to pollu-
tion using each approach, and studies using these tech-
niques have been considered in various formal regu-
latory proceedings. Each type of study (as it is used
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Pollutant

QOzaone

Particulate Matter/ | Mo
TSP/ Sulfates

Carbon Monoxide - |-

Nitrogen Oxides

Sulfur Dioxide

Lead

individuals were ex]

for air pollution research) is described below, and the
relative strengths and weaknesses for the purposes of
the section 812 assessment are examined.

Epidemiological Studies

Epidemiological studies evaluate the relationship
between exposures to ambient air pollution and health
effects in the human population, typically in a “natu-
ral” setting. Statistical techniques (typically variants
of multivariate regression analysis) are used to esti-
mate quantitative concentration-response (or expo-
sure-response) relationships between pollution levels
and health effects.

Epidemiology studies can examine many of the
types of health effects that are difficult to study using
a clinical approach. Epidemiological results are well-
suited for quantitative benefit analyses because they
provide a means to estimate the incidence of health
effects related to varying levels of ambient air pollu-
tion without extensive further modeling effort. These
estimated relationships implicitly take into account
at least some of the complex real-world human activ-
ity patterns, spatial and temporal distributions of air
pollution, synergistic effects of multiple pollutants and
other risk factors, and compensating or mitigating
behavior by the subject population. Suspected rela-
tionships between air pollution and the effects of both

-~
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long-term and short-term exposure can be investigated
using an epidemiological approach. In addition, ob-
servable health endpoints are measured, unlike clini-
cal studies which often monitor endpoints that do not
result in observable health effects (e.g. forced expira-
tory volume). Thus, from the point of view of con-
ducting a benefits analysis, the results of epidemio-
logical studies, combined with measures of ambient
pollution levels and the size of the relevant popula-
tion, provide all the essential components for associ-
ating measures of ambient air pollution and health sta-
tus for a population in the airshed being monitored.

Two types of epidemiological studies are consid-
ered for dose-response modeling: individual level
cohort studies and population level ecological stud-
ies. Cohort-based studies track individuals that are
initially disease-free over a certain period of time, with
periodic evaluation of the individuals’ health status.
Studies about relatively rare events such as cancer
incidence or mortality can require tracking the indi-
viduals over a long period of time, while more com-
mon events (e.g., respiratory symptoms) occur with
sufficient frequency to evaluate the relationship over
a much shorter time period. An important feature of
cohort studies is that information is known about each
individual, including other potential variables corre-
lated to disease state. These variables, called con-
founders, are important to identify because if they are
not accounted for in the study they may produce a
spurious association between air pollution and health
effect.

A second type of study used in this analysis is a
population-level ecological study. The relationship
between population-wide health information (such as
counts for daily mortality, hospital admissions, or
emergency room visits) and ambient levels of air pol-
lution are evaluated. One particular type of ecologi-
cal study, time-series, has been used frequently in air-
pollution research. An advantage of the time-series
design is that it allows “the population to serve as its
own control” with regard to certain factors such as
race and gender. Other factors that change over time
(tobacco, alcohol and illicit drug use, access to health
care, employment, and nutrition) can also affect health.
However, since such potential confounding factors are
unlikely to vary over time in the same manner as air
pollution levels, or to vary over periods of months to
several years in a given community, these factors are
unlikely to affect the magnitude of the association
between air pollution and variations in short-term
human health responses.

Drawbacks to epidemiological methods include
difficulties associated with adequately characterizing
exposure, measurement errors in the explanatory vari-
ables, the influence of unmeasured variables, and cor-
relations between the pollution variables of concern
and both the included and omitted variables. These
can potentially lead to spurious conclusions. However,
epidemiological studies involve a large number of
people and do not suffer extrapolation problems com-
mon to clinical studies of limited numbers of people
from selected population subgroups.

Human Clinical Studies

Clinical studies of air pollution involve exposing
human subjects to various levels of air pollution in a
carefully controlled and monitored laboratory situa-
tion. The physical condition of the subjects is mea-
sured before, during and after the pollution exposure.
Physical condition measurements can include general
biomedical information (e.g., pulse rate and blood

. pressure), physiological effects specifically affected

by the pollutant (e.g., lung function), the onset of
symptoms (e.g., wheezing or chest pain), or the abil-
ity of the individual to perform specific physical or
cognitive tasks (e.g., maximum sustainable speed on
a treadmill). These studies often involve exposing the
individuals to pollutants while exercising, increasing
the amount of pollutants that are actually introduced
into the lungs. :

Clinical studies can isolate cause-effect relation-
ships between pollutants and certain human health
effects. Repeated experiments altering the pollutant
level, exercise regime duration and types of partici-
pants can potentially identify effect thresholds, the
impact of recovery (rest) periods, and the differences
in response among population groups. While cost con-

-siderations tend to limit the number of participants

and experimental variants examined in a single study,
clinical studies can follow rigorous laboratory scien-
tific protocols, such as the-use of placebos (clean air)
to establish a baseline level of effects and precise
measurement of certain health effects of concern.

There are drawbacks to using clinical studies as
the basis for a comprehensive benefits analysis. Clini-
cal studies are appropriate for examining acute symp-
toms caused by short-term exposure to a pollutant.
While this permits examination of some important
health effects from air pollution, such as
bronchoconstriction in asthmatic individuals caused
by sulfur dioxide, it excludes studying more severe
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effects or effects caused by long term exposure. An-
other drawback is that health effects measured in some
well-designed clinical studies are selected on the ba-
sis of the ability to measure precisely the effect, for
example forced expiratory volume, rather than a larger
symptom. The impact of some clinically measurable
but reversible health effects such as lung function on
future medical condition or lifestyle changes are not
well understood.

Ethical limits on experiments involving humans
also impose important limits to the potential scope of
clinical research. Chronic effects cannot be investi-
gated because people cannot be kept in controlled
conditions for an extended period of time, and be-
cause these effects are generally irreversible. Partici-
pation is generally restricted to healthy subjects, or at
Jeast to exclude people with substantial health condi-
tions that compromise their safe inclusion in the study.
This can cause clinical studies to avoid providing di-
rect evidence about populations of most concern, such
as people who already have serious respiratory dis-
eases. Ethical considerations also limit the exposures
to relatively modest exposure levels, and to examin-
ing only mild health effects that do no permanent dam-
age. Obviously for ethical reasons human clinical evi-
dence cannot be obtained on the possible relationship
between pollution and mortality, heart attack or stroke,
or cancer.

One potential obstacle to using dose-response in-
formation from clinical research methods in a ben-
efits assessment is the need for an exposure model.
The dose-response functions developed from clinical
research are specific to the population participating
in the study and the exposure conditions used in the
laboratory setting. It is therefore difficult to extrapo-
late results from clinical settings to daily exposures
faced by the whole population. For example, many
clinical studies evaluate effects on exercising individu-
als. Only a small portion of the population engages in
strenuous activity (manual labor or exercise) at any
time. Reflecting these fundamental differences be-
tween the laboratory setting and the “real world” im-
poses a formidable burden on researchers to provide
information about human activity patterns, exercise
levels, and pollution levels. This requirement adds an
additional step in the analytical process, introducing
another source of uncertainty and possible error.

To apply the clinical results to model the general
population, two decisions must be made. First, how
far can the conditions in the clinical setting be ex-

panded? For example, if the subjects in the clinical
study were healthy male college students, should the
results be applied to the entire population, including
children? Second, how many people in the general
population are exposed to conditions similar to those
used in the clinical setting? Frequently, clinical stud-
ies are conducted at relatively high exercise levels (in-
creasing the dose, or the quantity of pollutants actu-
ally delivered to the lungs). In the general population
few people experience these conditions very often,
and people do not reach these exercise levels with
equal frequencies during the day and night.

In addition, the analyst must determine the num-
ber of people that are exposed to the levels of ambient
conditions seen in the laboratory. Air quality varies
throughout a city and is typically reported by data from
monitors located at various places throughout the city.
However, people are not exposed to the conditions at
any one monitor all day. As people move around in
the city, they are exposed to ambient air quality con-
ditions represented by different monitors at different
times during the day. To further compound the prob-
lem, air quality also varies between indoors and out-
doors, within a car or garage, and by such factors as
proximity to a roadway or major pollution source (or
sink). The exposure model must account for the am-
bient conditions in the “microenvironments” that the
population actually experiences.

The issues of study subjects, exercise and mi-
croenvironments can influence the choice of clinical
studies selected for the section 812 assessment. Clini-
cal studies that use exposure regimes and exercise lev-
els more similar to what larger groups of the popula-
tion see are easier to apply in a benefits model than
are more narrow studies. Similarly, studies that use a
diverse group of subjects are easier to apply to the
general population than are more narrow studies.

Given the major advantages of epidemiological
studies—exposures do not need to be modeled and
health effects are observed in a large, more heteroge-
neous population—epidemiological studies are used
as the basis for determining the majority of health ef-
fects and dose-response curves. The diverse activity
patterns, microenvironments, and pollution levels are
already considered in the aggregate through the con-
centration-response functions derived from epidemio-
logical studies. Clinical studies are used if there are
health effects observed in clinical studies not observed
in epidemiological studies.
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Issues in Selecting Studies To Estimate
Health Effects

A number of issues arise when selecting and link-
ing the individual components of a comprehensive
benefits analysis. The appropriate procedure for han-
dling each issue must be decided within the context
of the current analytical needs, considering the broader
analytical framework. While more sophisticated or
robust studies may be available in some circumstances,
the potential impact on the overall analysis may make
using a simpler, more tractable approach the pragmatic
choice. In considering the overall impact of selecting
a study for use in the section 812 assessment, impor-
tant factors to consider include the likely magnitude
the decision will have on the overall analysis, the bal-
ance between the overall level of analytical rigor and
comprehensiveness in separate pieces of the analysis,
and the effect on the scientific defensibility of the
overall project.

This section discusses ten critical issues in select-
ing health information for use in the section 812 as-
sessment: use of peer-reviewed research, confound-
ing factors, uncertainty, the magnitude of exposure,
duration of exposure, threshold concentrations, the
target population, statistical significance of relation-
ships, relative risks, and the need for baseline inci-
dence data. The previous discussion about the types
of research methods available for the health informa-
tion alluded to some of these issues, as they are po-
tentially important factors in selecting between stud-
ies using different methods. Other issues address how
scientific research is used in the overall analytical
framework.

Peer-Review of Research

Whenever possible, peer reviewed research rather
than unpublished information has been relied upon.
Research that has been reviewed by the EPA’s own
peer review processes, such as review by the Clean
Air Science Advisory Committee (CASAC) of the
Science Advisory Board (SAB), has been used when-
ever possible. Research reviewed by other public sci-
entific peer review processes such as the National
Academy of Science, the National Acidic Precipita-
tion Assessment Program, and the Health Effects In-
stitute is also included in this category.

Research published in peer reviewed journals but
not reviewed by CASAC has also been considered for

use in the section 812 assessment, and has been used
if it is determined to be the most appropriate avail-
able study. Research accepted for publication by peer
reviewed journals (“in press”) has been considered to
have been published. Indications that EPA intends to
submit research to the CASAC (such as inclusion in a
draft Criteria Document or Staff Paper) provide fur-
ther evidence that the journal-published research
should be used. '

Air pollution health research is a very active field
of scientific inquiry, and new results are being pro-
duced constantly. Many research findings are first
released in University Working Papers, dissertations,
government reports, non-reviewed journals and con-
ference proceedings. Some research is published in
abstract form in journals, which does not require peer
review. In order to use the most recent research find-
ings and be as comprehensive as possible, unpublished
research was examined for possible use in the section
812 assessment. Any unpublished research used is
carefully identified in the report, and treated as hav-
ing a higher degree of uncertainty than published re-
sults. The peer review of the section 812 assessment
by the Advisory Council on Clean Air Compliance
Analysis provides one review process for all compo-
nents of the assessment, as well as for the way in which
the components have been used.

Confounding Factors

Confounding can occur when the real cause of
disease is associated with a number of factors. If only
one contributing factor is evaluated in an epidemio-
logical study, a false association may occur. For ex-
ample, in epidemiology studies of air pollution, it is
important to take into account weather conditions,
because weather is associated with both air pollution
and health outcomes. If only air pollution is evalu-
ated, a false association between air pollution and
health could result; one may incorrectly assume that
a reduction in air pollution is exclusively responsible
for a reduction in a health outcome. Potential con-
founders include weather-related variables, age and
gender mix of the subject population, and pollution
emissions other than those being studied. Studies that
control for a broad range of likely confounders can
offer a more robust conclusion about an individual
pollutant, even if the statistical confidence interval is
larger due to the inclusion of more variables in the
analysis.
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In many cases, several pollutants in a “pollutant
mix” are correlated with each other—that is, they tend
to occur simultaneously. Therefore, although there
may be an association between a health effect and each
of several pollutants in the mix, it may not be clear
which pollutant is causally related to the health effect
(or whether more than one pollutant is causally re-
lated). This analysis includes epidemiological mod-
eling of the health effects that have been associated
with exposure to a number of pollutants. In most cases
where the health effect is being modeled for the sev-
eral correlated pollutants of interest, regression coef-
ficients based on PM as a surrogate for the mixture
were chosen in preference to multiple pollutant mod-
els and single pollutant models. The most important
example of this occurs in estimating mortality effects.
There is substantial evidence that exposure to criteria
pollutants, either individually or collectively, is sig-
nificantly associated with excess mortality. Generally,
this association is related to particulate matter. There-
fore, even though particulate matter cannot be shown
to be the sole pollutant causing pollution-related ex-
cess mortality, it can be used as an indicator of the
pollutant mixture which appears to result in excess
mortality. This analysis estimates excess mortality (for
all criteria pollutants other than lead) using PM as an
indicator of the pollutant mix to which individuals
were exposed. This issue is discussed further below,
where details on estimating mortality effects are ex-
plored.

The one exception to the use of single pollutant
regression models is estimating hospital admissions.
Both PM and ozone are generally found to have a sta-
tistically significant and separate association with
hospital admissions. Using separate regressions (from
single pollutant models) for each pollutant may over-
state the number of effects caused by each pollutant
alone. On the other hand, using PM as a single indica-
tor of the pollutant mix could underestimate the total
hospital admissions caused by different mechanisms.
Separate PM and ozone coefficients for hospital ad-
missions are selected from regression models that
consider the effects of both pollutants simultaneously.

Uncertainty

The stated goal of the section 812 assessment is
to provide a comprehensive estimate of benefits of
the Clean Air Act. To achieve this goal, information
with very different levels of confidence must be used.
Benefit categories are not to be omitted simply be-

cause they are highly uncertain or controversial, but
those benefit categories that are reasonably well un-
derstood must be distinguished from those which are
more tentative.

The ideal approach to characterizing uncertainty
is to conduct a formal quantitative uncertainty analy-
sis. A common approach develops an estimated prob-
ability distribution for each component of the analy-
sis. A Monte Carlo procedure draws randomly from
each of these distributions to generate an estimate of
the result. Evaluating the result for many such ran-
dom combinations, creates a distribution of results that
reflects the joint uncertainties in the analysis.

The most serious obstacle to preparing a formal
quantitative uncertainty analysis is identifying all the
necessary distributions for each component of the
analysis. The Monte Carlo procedure requires that all
components of the model be rerun many times. How-
ever, the section 812 project links the outputs from
independent modeling activities. It would be imprac-
tical to simultaneously rerun the macroeconomic,
emissions, air quality, and exposure models because

. of the diverse origins of the models. Therefore, in-

stead of a complete formal uncertainty analysis, the

~ section 812 assessment includes a less rigorous analy-

sis of the inherent uncertainties in the modeling ef-
fort. The uncertainty analysis combines quantitative
and qualitative elements designed to sufficiently de-
scribe the implications of the uncertainties. A primary
goal of the sensitivity/uncertainty analysis is to iden-
tify the health effects that make a sizable contribution
to the overall assessment of the monetary benefits.
There may be situations where there are significant
differences in the available information used to pre-
dict the incidence of a particular health effect (i.e.,
the uncertainty bounds are large). It is important to
alert the reader to situations where using the lower
incidence estimates may portray the health effect as
only modestly contributing to the overall total ben-
efits, but using reasonable alternative higher estimated
incidence figures (or higher monetized values) would
substantially impact not only the monetized value of
the individual health effect, but actually make a no-
ticeable difference in the total benefits assessment.

Consideration of the overall uncertainties inher-
ent in the section 812 assessment has several impor-
tant implications for health study selection. It was im-
portant to carefully examine the balance between the
level of uncertainties in the analysis and the need for
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comprehensive coverage of all benefit categories.
There were frequently situations in which a direct
tradeoff existed between more comprehensive cover-

age and the restriction of the analysis to more certain

information. Also, the relationship between the un-
certainty in other parts of the analysis and the uncer-
tainty for each particular health effect was carefully
considered.

Magnitude of Exposure

. One component of the section 812 analysis esti-
mates the air pollution levels that would have occurred
in the absence of the Clean Air Act. These estimates
are larger than currently observed levels of U.S. air
pollution, and perhaps even levels currently observed
elsewhere in the world. This aspect of the analysis
poses difficulties for the application of concentration-
response functions that have been based on exposures
at much lower pollution levels. The shape of the con-
centration-response function much above observed
exposures levels is unknown. It is possible that bio-
logical mechanisms affecting response that are unim-
portant at low levels of exposure may dominate the
form of response at higher levels, introducing
nonlinearity to the mathematical relationship. In gen-
eral, studies that include exposure levels spanning the
range of interest in the section 812 assessment are
preferable to studies at levels outside of the range, or
that only include a narrow part of the range. A pos-
sible drawback to this approach is that studies which
fit this criterion have often been conducted outside
the U.S. The application .of foreign studies to U.S.
populations introduces additional uncertainties regard-
ing the representativeness of the exposed population
and the relative composition of the air pollution mix
for which the single pollutant is an indicator. These
difficult issues were considered in selecting studies
for the benefits analysis.

Duration of Exposure

Selection of health studies for the section 812 as-
sessment must consider the need to match the health
information to the air quality modeling conducted for
the assessment. For example, information on the health
effects from short term (five minute) exposure to sul-
fur dioxide cannot be readily combined with infor-
mation on average daily sulfur dioxide levels. In se-

lecting studies for the benefits analysis, preference was.

shown for studies whose duration of exposure matched
one of the averaging times of the air quality data.

Thresholds

Exposure-response relationships are conceptual-
ized as either exhibiting a threshold of exposure be-
low which adverse effects are not expected to occur,
or as having no response threshold, where any expo-
sure level theoretically poses a non-zero risk of re-
sponse to at least one segment of the population. The
methods employed by health researchers to charac-
terize exposure-response relationships may or may not
explicitly analyze the data for the existence of a thresh-
old. Studies may analyze relationships between health
and air pollution without considering a threshold. If a
threshold for population risk exists but is not identi-
fied by researchers, then Clean Air Act benefits could
be overestimated if CAA levels are below the thresh-
old, because the risk reduction from the no-control
scenario could be overstated. On the other hand, if a
threshold is artificially imposed where one does not
exist, the relative benefits of the Clean Air Act may
be underestimated. In general, those studies that ex-
plicitly consider the question of a threshold (whether
a threshold is identified or not) provide stronger evi-
dence; consideration of this question is a positive fea-
ture when selecting studies for this analysis.

Target Population

Many of the studies relevant to quantifying the
benefits of air pollution reductions have focused on
specific sensitive subpopulations suspected to be most
susceptible to the effects of the pollutant. Some of
these effects may be relevant only for the studied sub-
population; effects on other individuals are either un-
known, or not expected to occur. For such studies, the
challenge of the analysis is to identify the size and
characteristics of the subpopulation and match its oc-
currence to exposure. Other studies have examined
specific cohorts who may be less susceptible than the
general population to health effects from air pollu-
tion (e.g., healthy workers), or who differ in age, gen-
der, race, ethnicity or other relevant characteristics
from the target population of the benefits analysis.
Extrapolating results from studies on nonrepresenta-
tive subpopulations to the general population intro-
duces uncertainties to the analysis, but the magnitude
of the uncertainty and its direction are often unknown.
Because of these uncertainties, benefit analyses often
limit the application of the dose-response functions
only to those subpopulations with the characteristics
of the study population. While this approach has merit
in minimizing uncertainty in the analysis, it can also
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severely underestimate benefits if, in fact, similar ef-
fects are likely to occur in other populations. For these
reasons, studies that examine broad, representative
populations are preferable to studies with narrower
scope because they allow application of the functions
to larger numbers of persons without introducing ad-
ditional uncertainty.

Many studies included in the section 812 analy-
sis focus on a particular age cohort of the population
for the identification of health effects. The choice of
age group is often a matter of convenience (e.g., ex-
tensive Medicare data may be available for the eld-
erly population) and not because the effects are, in
reality, restricted to the specific age group (even
though their incidence may vary considerably over
the life span). However, since no information is avail-
able about effects beyond the studied population, this
analysis applies the given concentration-response re-
Jationships only to those age groups corresponding to
the cohorts studied. Likewise, some studies were per-
formed on individuals with specific occupations, ac-
tivity patterns, or medical conditions because these
traits relate to the likelihood of effect. In these cases,
application of dose-response functions has been re-
stricted to populations of individuals with these same
characteristics.

Statistical Significance of Exposure-Response
Relationships

The analysis includes as many studies related to a
given health effect as possible, except for studies in-
applicable to the current analysis. For some endpoints,
the group of adequate studies yielded mixed results,
with some showing statistically significant responses
to pollutant concentrations and others with insignifi-
cant associations. Unless study methods have been
judged inadequate, dose-response functions with both
statistically significant and insignificant coefficients
have been included to characterize the possible range
of risk estimates. Excluding studies exclusively on the
basis of significance could create an upward bias in
the estimates by not reflecting research that indicates
there is a small, or even zero, relationship between
pollution and specific health effects. It should be noted,
however, that some studies that found insignificant
effects for a pollutant could not be used because they
did not report the insignificant coefficient values.

In some cases, a single study reported results for
multiple analyses, yielding both significant and non-
significant results, depending on the nature of the in-

put parameters (e.g., for different lag periods or con-
current exposures). In these cases, only significant
results were included.

Relative Risks

Many studies reported only a relative risk value
(defined as the ratio of the incidence of disease in two
groups exposed to two different exposure levels). The
analysis required conversion of these values to their
corresponding regression coefficients when the coef-
ficients were not reported. When converting the rela-
tive risk to a coefficient value, the analysis used the
functional form of the regression equation reported
by the authors of the study.

The coefficients from a number of studies mea-
sured the change in the number of health effects for
the study population rather than a change per indi-
vidual. These coefficients were divided by the size of
the study population to obtain an estimate of change
per individual. The coefficient could then be multi-
plied by the size of the population modeled in the cur-
rent analysis to determine total incidence of health
effects.

Baseline Incidence Data

Certain dose-response functions (those expressed
as a change relative to baseline conditions) require
baseline incidence data associated with ambient lev-
els of pollutants. Incidence data necessary for the cal-
culation of risk and benefits were obtained from na-
tional sources whenever possible, because these data
are most applicable to a national assessment of ben-
efits. The National Center for Health Statistics pro-
vided much of the information on national incidence
rates. However, for some studies, the only available
incidence information come from the studies them-
selves; in these cases, incidence in the study popula-
tion is assumed to represent typical incidence nation-
ally.

Studies were excluded if health endpoints could
not be defined in the U.S. population. For example, in
Pope and Dockery (1992) the authors developed a
unique definition of symptomatic children in Utah
which has no correlation in the incidence data bases
which were available; consequently, the results could
not be applied to the general population.
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Estimating Mortality Effects

Using PM as an Indicator

There is substantial evidence that exposure to cri-
teria pollutants, either individually or collectively, is
significantly associated with excess mortality. This
association is most closely and consistently related to
the ambient air concentrations of PM.

Several studies have found small but statistically
significant relationships between ozone and mortal-
ity, while other studies have not found a significant
relationship. There is inconclusive evidence whether
ozone has an effect independent of the effect of other
pollutants (e.g., PM or CO), has a synergistic effect
in combination with other effects, or is a confounder
in the relationship between mortality and other pol-
lutants. For example, in a recent study HEI (1996)
found a significant and relatively stable ozone coeffi-
cient for most of the model specifications presented
in the study. However, the measured ozone effect was
largest and most significant in the winter and autumn,
when ozone levels are low.

This analysis estimates excess mortality (for all
criteria pollutants other than lead) using PM as an in-
dicator of the pollutant mix to which individuals
were exposed. Even if particulate matter exposure
cannot be shown to be an independent causal factor
of excess mortality, it is, at a minimum, a good indi-
cator measure of the exposure to the pollutant mix-
ture that has been shown to be related to excess mor-
tality. Because PM is used as an indicator, the con-
centration-response functions from single pollutant
models (i.e., statistical models including PM as the
only pollutant) are preferred. To the extent that ozone
is correlated with PM, the effect of ozone, either as an
independent association or acting in combination with
other pollutants, will be captured by this approach.

Estimating the Relationship Between PM and
Premature Mortality

Long-term exposure versus short-term exposure
studies and the degree of prematurity of mortality.
Both long-term exposure (cohort) studies and short-
term exposure (longitudinal or time-series) studies
have estimated the relationship between exposure to
PM and premature mortality. While there are advan-
tages and disadvantages to each type of study (as dis-
cussed above), the long-term studies may capture more

of the PM-related premature mortality, as well as pre-
mature mortality that is more premature, than the
short-term studies.

The degree of prematurity of pollution-related
death may be an important uncertainty in the effort to
estimate the benefits of reducing pollution concentra-
tions, as discussed in Appendix I. The willingness to
pay to save a few days of life may be significantly
less than the willingness to pay to save a few, or many,
years of life. Evidence concerning the degree of pre-
maturity of pollution-related death would, in this case,
be crucial. Such evidence is, however, still scarce.
There is some limited evidence that the relative risk
of mortality from exposure to PM is higher for older
individuals than for younger individuals. This, com-
bined with the fact that the baseline incidence of mor-
tality conmsists disproportionately of people 65 and
over, suggests that PM-related mortality is dispropor-
tionately among older individuals. The extent to which
prematurity of death among older individuals is on

-the order of days or weeks versus years, however, is

more uncertain. The short-term exposure studies can
provide little information on this. It is possible that
premature deaths on high pollution days would have
occutred only days later, if the individuals were sick
and therefore particularly susceptible. The fact that
the long-term exposure mortality studies found sub-
stantially larger relative risks, however, suggests that
not all of the premature mortality is on the order of
days or even weeks. Shortening of life of such a small
duration would not be detectable in a long-term epi-
demiology study, ensuring that the effects detected in
such studies must represent longer periods of life short-
ening. This suggests that at least some of the prema-
ture mortality associated with exposure to PM may
reduce lifespans by substantially longer amounts of
time.

Even if an individual’s PM-related premature
mortality is of very short duration, on the order of
days, however, it may be misleading to characterize
such a PM-related loss as only those few days if the
individual’s underlying susceptibility was itself ex-
acerbated by chronic exposure to elevated levels of
pollution. Suppose, for example, that long-term ex-
posure to elevated PM levels compromises the car-
diopulmonary system, making the individual more
susceptible to mortality on peak PM days than he oth-
erwise would have been. If this is the case, then the
underlying susceptibility would itself be either caused
by chronic exposure to elevated PM levels or exacer-
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bated by it. Characterizing the individual’s loss as a
few days could, in this case, be a substantial underes-
timate.

In addition, the long-term studies estimate sig-
nificantly more PM-related mortality than the annual
sum of the daily estimates from the short-term stud-
ies, suggesting that the short-term studies may be
missing a component of PM-related mortality that is
being observed in the long-term studies. For example,
if chronic exposure to elevated PM levels causes pre-
mature mortality that is not necessarily correlated with
daily PM peak levels, this type of mortality would be
detected in the long-term studies but not necessarily
in the short-term studies. Two of the long-term expo-
sure studies suggest, moreover, that the association
between ambient air pollution and mortality cannot
be explained by the confounding influences of smok-
ing and other personal risk factors.

Uncertainties surround analyses based on epide-
miological studies of PM and mortality. In addition
to the uncertainty about the degree of prematurity of
mortality, there are other uncertainties surrounding
estimates based on epidemiological studies of PM and
mortality. Although epidemiological studies are gen-
erally preferred to human clinical studies, there is
nevertheless uncertainty associated with estimates of
the risk of premature mortality (and morbidity) based
on studies in the epidemiological literature. Consid-
ering all the epidemiological studies of PM and mor-
tality, both short-term and long-term, there is signifi-
cant interstudy variability as well as intrastudy un-
certainty. Some of the difference among estimates
reported by different studies may reflect only sam-
pling error; some of the difference, however, may re-
flect actual differences in the concentration-response
relationship from one location to another. The trans-
ferability of a concentration-response function esti-
mated in one location to other locations is a notable
source of uncertainty.

Although there may be more uncertainty about
the degree of prematurity of mortality captured by
short-term exposure studies than by long-term expo-
sure studies, certain sources of uncertainty associated
with long-term exposure studies require mention. Al-
though studies that are well-executed attempt to con-
trol for those factors that may confound the results of
the study, there is always the possibility of insuffi-
cient or inappropriate adjustment for those factors that
affect long-term mortality rates and may be con-
founded with the factor of interest (e.g., PM concen-
trations). Prospective cohort studies have an advan-

tage over ecologic, or population-based, studies in that
they gather individual-specific information on such
important risk factors as smoking. It is always pos-
sible, however, that a relevant, individual-specific risk
factor may not have been controlled for or that some
factor that is not individual-specific (e.g., climate) was
not adequately controlled for. It is therefore possible
that differences in mortality rates that have been as-
cribed to differences in average PM levels may be
due, in part, to some other factor or factors (e.g., dif-
ferences among communities in diet, exercise,
ethnicity, climate, industrial effluents, etc.) that have
not been adequately controlled for.

Another source of uncertainty surrounding the
prospective cohort studies concerns possible histori-
cal trends in PM concentrations and the relevant pe-
riod of exposure, which is as yet unknown. TSP con-
centrations were substantially higher in many loca-
tions for several years prior to the cohort studies and
had declined substantially by the time these studies
were conducted. If this is also true for PM,, and or
PM, ,, it is possible that the larger PM and or PM,
coefficients reported by the long-term exposure stud-
ies (as opposed to the short-term exposure studies)
reflect an upward bias. If the relevant exposure pe-
riod extends over a decade or more, then a coefficient
based on PM concentrations at the beginning of the
study or in those years immediately prior to the study
could be biased upward if pollution levels had been
decreasing markedly for a decade or longer prior to
the study.

On the other hand, if a downward trend in PM
concentrations continued throughout the period of the
study, and if a much shorter exposure period is rel-
evant (e.g., contained within the study period itself),
then characterizing PM levels throughout the study
by those levels just prior to the study would tend to
bias the PM coefficient downward.

The relevant exposure period is one of a cluster
of characteristics of the mortality-PM relationship that
are as yet unknown and potentially important. It is
also unknown whether there is a time lag in the PM
effect. Finally, it is unknown whether there may be
cumulative effects of chronic exposure — that is,
whether the relative risk of mortality actually increases
as the period of exposure increases.

Estimating the relationship between PM and pre-
mature mortality. The incidence of PM-related mor-
tality used for estimating the benefits of the CAA is




Appendix D: Human Health and Welfare Effects of Criteria Pollutants

based on the concentration-response relationship re-
ported by one of the two recent long-term exposure
(prospective cohort) studies (Pope et al., 1995, and
Dockery et al., 1993). Because it is based on a much
larger population and many more locations than
Dockery et al. (1993), the concentration-response
function from Pope et al. (1995) was used in this analy-
sis. The results of Pope et al. are consistent with those
of Dockery et al., which reported an even larger re-
sponse, but in only six cities. Moreover, Pope et al. is
also supported by several ecological cross-sectional
studies of annual mortality based on 1960 and 1970
census data (using either TSP or sulfate as indicators
of PM), including the work of Lave and Seskin (1977)
and Lipfert (1984).

Numerous short-term exposure (time series) stud-
ies have also reported a positive and statistically sig-
nificant relationship between PM and mortality. Of
the fourteen studies that estimated the relationship
between daily PM, ; concentrations and daily mortal-
ity listed in Table 12-2 of the PM Criteria Document,
twelve reported positive and statistically significant
findings (Pope et al., 1992; Pope and Kalkstein, 1996;
Dockery et al., 1992; Schwartz, 1993a; Ozkaynak et
al., 1994; Kinney et al., 1995: Ito et al., 1995; Ostro et
al., 1996; Saldiva et al., 1995; Styer et al., 1995; Ito
and Thurston, 1996; Schwartz et al., 1996). While
these studies lend substantial support to the hypoth-
esis that there is a relationship between PM,, and
mortality, they may be capturing only the portion of
that relationship involving short-term effects. For this
reason, they are considered in this analysis only as
.supporting evidence to the results of the study by Pope
et al.

The Pope et al. study has several further advan-
tages. The population followed in this study was
largely white and middle class, decreasing the likeli-
hood that interlocational differences in premature mor-
tality were due in part to differences in socioeconomic
status or related factors. In addition, the generally
lower mortality rates and possibly lower exposures to
pollution among this group, in comparison to poorer
minority populations, would tend to bias the PM co-
efficient from this study downward, counteracting a
possible upward bias associated with historical air
quality trends discussed above.

Another source of downward bias in the PM co-
efficient in Pope et al. is that intercity movement of
cohort members was not considered in this study.
Migration across study cities would result in expo-

sures of cohort members being more similar than
would be indicated by assigning city-specific annual
average pollution levels to each member of the co-
hort. The more intercity migration there is, the more
exposure will tend toward an intercity mean. If this is
ignored, differences in exposure levels, proxied by
differences in city-specific annual median PM levels,
will be exaggerated, resulting in a downward bias of
the PM coefficient (because a given difference in mor-
tality rates is being associated with a larger differ-
ence in PM levels than is actually the case).

In summary, because long-term exposure studies
appear to have captured more of the PM-related pre-
mature mortality, as well as premature mortality that
is more premature, they are preferable to the short-
term exposure studies. Among the long-term expo-
sure studies, the Pope et al. study has several advan-
tages, as discussed above, which are likely to reduce

“the possibility of a key source of confounding and

increase the reliability of the concentration-response
function from that study. For these reasons, the con-
centration-response function estimated in this study
is considered the most reasonable choice for this analy-
sis.

Matching PM Indices in the Air Quality Profiles
and Concentration-Response Function. The Pope et
al. study examined the health effects associated with
two indices of PM exposure: sulfate particles and fine
particles (PM, ,). The reported mortality risk ratios are
slightly larger for PM,  than for sulfates (1.17 versus
1.15 for a comparison between the most polluted and
least polluted cities). The PM, ; relationship is used in
this analysis because it is more consistent with the
PM, air quality data selected for the analysis. Esti-
mated changes in PM, ; air quality must be matched
with the PM, , mortality relationship. However, only
PM,, profiles were used for the entire 20 year period.
Therefore, the same regional information about the
PM, , components (sulfate, nitrate, organic particulate
and primary particulate) used to develop the PM,  pro-
files were used to develop regional PM, /PM ratios.
Although both urban and rural ratios are available,
for computational simplicity, only the regional urban
ratios were used to estimate the PM, ; profiles from
the PM,, profiles used in the analysis. This reflects
the exposure of the majority of the modeled popula-
tion (i.e., the urban population), while introducing
some error in the exposure changes for the rural popu-
lation. In the east and west, where the rural ratio is
larger than the urban ratio, the change in PM, , expo-
sure will be underestimated for the rural population.
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In the central region the PM, , change will be overes-
timated. These ratios were used in each year during
1970-1990, introducing another source of uncertainty
in the analysis. Table D-5 summarizes the PM, /PM
ratios used in this analysis.

Table D-5. PMas/PMi Ratios Used to Es
PM.;s Data Used With Pope et-al..
Mortality Relationship. .~

East Central West
Urban 0.59 /0,58,
ral 0,68 053" -

Prematurity of Mortality: Life-Years Lost as a Unit
of Measure

Perhaps the most important health effect that is
examined in this analysis is mortality. Although this
analysis does not take into account the degree of pre-
maturity of death (that is, the ages of those individu-
als who die prematurely from exposure to PM are not
considered), considerable attention has been paid to
this issue and, in particular, to life-years lost as an
alternative to lives lost as a measure of the mortality-
related effects of pollution.

Because life-years lost is of potential interest and
because there is a substantial potential for confusion
in understanding apparently disparate estimates of life-
years lost from pollution exposure, this section at-
tempts to present a clear discussion of the various
possible measures of life-years lost, what they depend
on, and how they are related to each other.

Because the actual number of years any particu-
lar individual is going to live cannot be known, “life-
years lost” by an individual actually refers to an ex-
pected loss of years of life by that individual. The
expected loss of years of life by an individual depends
crucially on whether the expectation is contingent on
the individual only having been exposed to PM or on
the individual actually having died from that expo-
sure.

An ex ante estimate of life-years lost per indi-
vidual is contingent not on the individual having died
prematurely but only on the individual having been
exposed. Suppose, for example, that a 25 year old has
a life expectancy of 50 more years in the absence of
exposure and only 49 more years in the presence of
exposure. Given (chronic) exposure from the age of
25 on, the 25 year old exposed to (some elevated level
of) PM might expect a shortening of life expectancy
of one year, for example. That is one expected life-
year lost due to chronic exposure. This is the life-years
lost that can be expected by every exposed individual.

An ex post estimate of life-years lost per individual
is contingent on the individual actually having died
from exposure to PM. When an individual dies of
exposure to PM, he is said to have lost the number of
years he would have been expected to live, calculated,
for example, from age- and gender-specific life ex-
pectancy tables. Suppose that the life expectancy of
25 year olds is 75 — that is, a 25 year old can expect
to live 50 more years. A 25 year old who dies from
exposure to PM has therefore lost 50 expected years
of life. This is the life-years lost that can be expected
by every 25 year old affected individual (i.e., every
25 year old who actually dies from exposure to PM).

Estimates of the total life-years lost by a popula-
tion exposed to PM depend on several factors, includ-
ing the age distribution and the size of the exposed
population, the magnitude of the change (or changes)
in PM being considered, the relative risk assumed to
be associated with each change in PM, and the length
of time exposure (i.e., the change in PM) is presumed
to occur. A population chronically exposed to a given
increase in PM will lose more life-years than a popu-
lation exposed to the same increase in PM for only a
year or two.5 A population that is generally older will
lose fewer life-years, all else equal, than one that is
generally younger, because older individuals have
fewer (expected) years of life left to lose. And a popu-
lation exposed to a greater increase in PM will lose
more life-years than if it were exposed to a smaller
increase in PM. Finally, the life-years lost by the popu-
lation will increase as the relative risk associated with
the increase in PM increases. '

Life-years lost are usually reported as averages
over a population of individuals. The population be-
ing averaged over, however, can make a crucial dif-

¢ Even in the absence of cumulative effects of exposure, exposure of a population for many yearé will result in a greater total
number of pollution-related deaths than exposure for only a year or two, because the same relative risk is applied repeatedly, year

after year, to the population, rather than for only a year or two.
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ference in the reported average life-years lost, as noted
above. The average life-years lost per exposed indi-
vidual (the ex ante estimate) is just the total life-years
lost by the population of exposed individuals divided
by the number of exposed individuals. This average
will depend on all the factors that the total life-years
lost depends on except the size of the exposed popu-
lation. The average life-years lost by an exposed indi-
vidual is a statistical expectation. It is the average of
the numbers of life-years actually lost by each mem-
ber of the exposed population. Alternatively, it can be
thought of as a weighted average of possible numbers
of years lost, where the weights are the proportions of
the population that lose each number of expected years
of life. Although those individuals who do die prema-
turely from exposure to PM may lose several expected
years of life, most exposed individuals do not actu-
ally die from exposure to PM and therefore lose zero
life-years. The average life-years lost per exposed in-
dividual in a population, alternatively referred to as
the average decrease in life expectancy of the exposed
population, is therefore heavily weighted towards zero.
The average number of life-years lost per individual
who dies of exposure to PM (the ex post measure of

- life-years lost) is an average of the numbers of ex-
pected years of life lost by individuals who actually
dicd prematurely because of PM. Because everyone
who dies prematurely from exposure to PM loses some
positive number of expected years of life, this aver-
age, by definition, does not include zero.

An example of an ex ante measure of life-years
lost is given by a study in the Netherlands (WHO,
1996), which considered a cohort of Dutch males, aged
25-30, and compared the life expectancy of this co-
hort to what it would be in a hypothetical alternative
scenario in which these individuals are continuously
exposed to concentrations of PMZJ that are 10 pg/m?
lower than in the actual scenario. The life expectancy
of this cohort of 25-30 year old Dutch males was cal-
culated to be 50.21 years in the actual scenario, based
on a 1992 life table from the Netherlands. Assuming
that the relative risk of mortality associated with an
increase of 10 pg/m® PM, 5 18 1.1 (the average of the
relative risks of 1.14 from Dockery et al., 1993, and
1.07 from Pope et al., 1995), the study authors calcu-
lated death rates in the hypothetical “cleaner” scenario
by dividing the age-specific death rates in the actual
scenario by 1.1. Using these slightly lower death rates,
and assuming that the effect of PM does not begin
until 15 years of exposure, the authors constructed a
life table for the cohort in the hypothetical “cleaner”
scenario. Based on this new life table in a cleaner

world, the life expectancy of the cohort of 25-30 year
old Dutch males was calculated to be 51.32 years in
the hypothetical cleaner scenario. (In calculating life
expectancies in both the “dirty” scenario and the
“clean” scenario, it is assumed that any individual who
does not survive to the next 5-year age group lives
zero more years. For example, a 30 year old individual
either survives to age 35 or dies at age 30.) The change
m life expectancy for this cohort of 25-30 year old

~ Dutch males, due to a change in PM exposure of 10

pg/m? for the rest of their lives (until the age of 90),
was therefore 51.32 years - 50.21 years = 1.11 years.
That is, the average life-years lost by an exposed in-
dividual in this population, under these assumptions,
is 1.11 years.

The estimate of 1.11 years of expected life lost
depends on several things, as mentioned above. If the
study authors had used the relative risk from Pope et
al., 1995, alone, (1.07 instead of 1.1), for example,
the change in life expectancy (the ex ante measure of
life-years lost) for this cohort of 25-30 year old Dutch
males would have been 0.80 years. Similarly, chang-
ing the assumption about the duration of exposure also
changes the estimate of ex ante life-years lost. Using
arelative risk of 1.1, but assuming that exposure lasts
only during the first 5 years (i.e., that the death rate in

‘the first five years, from age 25 through age 30, is

lower but that after that it is the same as in the “dirty”
scenario), the average life-years lost by an exposed
individual in this population is reduced from 1.11 years
to 0.02 years.

By their construction and definitions, the average
life-years lost per exposed individual and the average
life-years lost per affected individual (i.e., per indi-
vidual who dies prematurely from PM) take the same
total number of life-years lost by the exposed popula-
tion and divide them by different denominators. The
average life-years lost per exposed individual divides
the total life-years lost by the total population exposed;
the average life-years lost per affected individual di-
vides the same total life-years lost by only a small
subset of the total population exposed, namely, those
who died from PM. The average per exposed indi-
vidual is therefore much smaller than the average per
affected individual. Because both types of average may
be reported, and both are valid measurements, it is
important to understand that, although the numbers
will be very dissimilar, they are consistent with each
other and are simply different measures of the esti-
mated mortality impact of PM.
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To calculate the total (estimated) life-years lost
by a population, it is necessary to follow each age
cohort in the population through their lives in both
scenarios, the “dirty” scenario and the “clean” sce-
nario, and compute the difference in total years lived
between the two scenarios, as WHO (1996) did for
the cohort of Dutch males 25-30 years old. This
method will be referred to as Method 1. In practice,
however, it is not always possible to do this. (Other
changes to the population, such as those from recruit-
ment and immigration, for example, would make such
an exercise difficult.) An alternative method, which
approximates this, is to predict the numbers of indi-
viduals in each age category who will die prematurely
from exposure to PM (i.e., who will die prematurely
in the “dirty” scenario), and multiply each of these
numbers by the corresponding expected number of
years remaining to individuals in that age category,
determined from life expectancy tables. This method
will be referred to as Method 2. Suppose, for example,
that individuals age 25 are expected to live to age 75,
or alternatively, have an expected 50 years of life re-
maining. Suppose that ten 25 year olds are estimated
to die prematurely because of exposure to PM. Their
expected loss of life-years is therefore 50 years each,
or a total of 500 life-years. If the same calculation is
carried out for the individuals dying prematurely in
each age category, the sum is an estimate of the total
life-years lost by the population.

Using Method 1 (and retaining the assumptions
made by WHO, 1996), the average life-years lost per
PM-related death among the cohort of Dutch males is
calculated to be 14.28 years. Using Method 2 it is es-
timated to be 14.43 years.

Although this ex post measure of life-years lost is
much larger than the ex ante measure (1.11 life-years
lost per exposed individual), it only applies to those
individuals who actually die from exposure to PM.
The number of individuals in the age 25-30 Dutch
cohort example who eventually die from exposure to
PM (7,646) is much smaller than the number of indi-
viduals in the age 25-30 Dutch cohort who are ex-
posed to PM (98,177). The total life-years lost can be
calculated either as the number of exposed individu-
als times the expected life-years lost per exposed in-

tions on these measures, death rates from the 1992
U.S. Statistical Abstract were used to follow a cohort
of 100,000 U.S. males from birth to age 90 in a “dirty”
scenario and a “clean” scenario, under various assump-
tions. Death rates were available for age less than 1,
ages 1-4, and for ten-year age groups thereafter. The
ten-year age groups were divided into five-year age
groups, applying the death rate for the ten-year group
to each of the corresponding five-year age groups. Ex
ante and ex post measures of life-years lost among
those individuals who survive to the 25-29 year old
category were first calculated under the assumptions
in the WHO (1996) study. These assumptions were
that the relative risk of mortality in the “dirty” sce-
nario versus the “clean” scenario is 1.1; that exposure

. does not begin until age 25; that the effect of expo-

dividual (98,177*1.11 = 109,192.1) or as the number .

of affected individuals times the expected life-years
lost per affected individual (7,646%14.28 = 109,192.1).

To further illustrate the different measures of life-
years lost and the effects of various input assump-

sure takes fifteen years; that individuals at the begin-
ning of each age grouping either survive to the next
age grouping or live zero more years; and that all in-
dividuals age 85 live exactly five more years. Under
these assumptions, the expected life-years lost per
exposed individual in the 25-29 year old cohort is 1.32
years. There are 96,947 exposed individuals in this
age cohort. The expected life-years lost per affected
individual (i.e., per PM-related death) is 16.44 years
(Method 1). There are 7,804 affected individuals. The
total life-years lost by individuals in this cohort is
128,329.3 (1.32%96,947 = 16.44* 7,804 = 128,329.3).

If the relative risk is changed to 1.07, the expected
life-years lost per exposed individual in the cohort of
25-29 year old U.S. males is reduced from 1.32 to
0.95 years. The expected life-years lost per affected
individual (i.e., per PM-related death) is 16.44 years
(Method 1). Using a relative risk of 1.1 but assuming
no lag (i.e., assuming that exposure starts either at
birth or at age 25 and has an immediate effect), the
expected life-years lost per exposed individual in the
25-29 year old cohort changes from 1.32 to 1.12. The
expected life-years lost per affected individual (i.e.,
per PM-related death) becomes 19.7 years (Method
1).
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Estimating Morbidity Effects

In addition to mortality effects, this analysis quan-
tifies effects for a number of non-fatal health end-
points. Several issues arise in implementing the stud-
ies selected for this analysis.

Overlapping Health Effects

Several endpoints reported in the health effects
literature overlap with each other. For example, the
literature reports relationships for hospital admissions
for single respiratory ailments (e.g. pneumonia or
chronic obstructive pulmonary disease) as well as for
all respiratory ailments combined. Similarly, several
studies quantify the occurrence of respiratory symp-
toms where the definitions of symptoms are not unique
(e.g., shortness of breath, upper respiratory symptoms,
and any of 19 symptoms). Measures of restricted ac-
tivity provide a final example of overlapping health
endpoints. Estimates are available for pollution-in-
duced restricted activity days, mild restricted activity
days, activity restriction resulting in work loss. This
analysis models incidence for all endpoints. Double-
counting of benefits is avoided in aggregating eco-
nomic benefits across overlapping endpoints (see
Appendix I).

Studies Requiring Adjustments

Applying concentration-response relationships
reported in the epidemiological literature to the na-
tional scale benefits analysis required by section 812
required a variety of adjustments.

Normalization of coefficients by population. To
be applied nationwide, concentration-response coef-
ficients must reflect the change in risk per person per
unit change in air quality. However, some studies re-
port the concentration-response coefficient, , as the
change in risk for the entire studied population. For
example, Thurston et al. (1994) reported the total num-
ber of respiratory-related hospital admissions/day in
the Toronto, Canada area. To normalize the coeffi-
cient so that it might be applied universally across the
country, it was divided by the population in the geo-
graphical area of study (yielding an estimate of the
change in admissions/person/day due to a change in
pollutant levels).

Within-study meta-analysis. In some cases, stud-
ies reported several estimates of the concentration-

response coefficient, each corresponding to a particu-
lar year or particular study area. For example, Ostro
and Rothschild (1989) report six separate regression
coefficients that correspond to regression models run
for six separate years. This analysis combined the in-
dividual estimates using a fixed coefficient meta-
analysis on the six years of data.

Conversion of coefficients dependent on symptom
status during the previous day. Krupnick et al. (1990)
employed a Markov process to determine the prob-
ability of symptoms that were dependent on symp-
tom status of the previous day. The current analysis
adjusts the regression coefficients produced by the
model in order to eliminate this dependence on previ-
ous day’s symptom status.

Concentration-Response Functions:
Health Effects

After selecting studies appropriate for the section

- 812 analysis, taking into account the considerations

discussed above, the published information was used
to derive a concentration-response function for esti-
mating nationwide benefits for each health effect con-
sidered. In general, these functions combine air qual-
ity changes, the affected population and information
regarding the expected per person change in incidence
per unit change in pollutant level. The following tables
present the functions used in this analysis, incorpo-
rating information needed to apply these functions and
references for information.

Particulate Matter

The concentration-response functions used to
quantify expected changes in health effects associ-
ated with reduced exposure to particulate matter are
summarized in Table D-6. The data profiles selected
for use in this analysis are PM, . In those cases in
which PM, was not the measure used in a study, this
analysis either converted PM  air quality data to the
appropriate air quality data (e.g., PM, ; or TSP) or,
equivalently, converted the pollutant coefficient from
the study to the corresponding PM,, coefficient, based
on location-specific information whenever possible.
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Except where noted otherwise, the functional form is

Table D-6. Summary of Concentration-Response Functions for Particulate Matter.

Acases = cases * (eP*APH10_ 1)

where “cases” refers to incidence at the first pollution level.

pop.)

Health Baseline Expos Meas. | Study Pop. | Applied Functional form* Uncert & Var. Sources
Endpoint | Incidence (per | from Original Pop.
(ICD-9 code) 100,000) Study
mortality | non-accidental | annual median | 50 cities, | overage Beuzs = 0.006408 s.e.=0.00148 | Popeetal., 1995
(long-term deaths by PM,; all deaths 30 PM,, data converted to PM, ; data® American Cancer
exposure) county® Society cohort
hospital 504%/year same day PM,, | 65 and older | 65 and New Haven: 0.00172 ci. = New Schwartz, 1995
admissions— | (incidence in in New older Tacoma: 0.00227 Haven: 1.00-1.12
all resp. pop. > 65 years Haven, CT, average: 0.0020 s.e.=0.00093 | New Haven and
illnesses (ICD | oftotal U.S. Tacoma, WA Tacoma
460-519) pop.) ; Tacoma: 0.97-
. L29
s.e.=0.00146
hospital n/a mean monthly | variety of all A cases = § * APM,, * Pop. s.6.=0.28 Pope, 1991
admissions -- PM,, ages in Salt where B = 0.8047 monthly admissions / Salt Lake Valley
all resp. Lake Valley, population (780,000). Salt Lake Valley
ilinesses (ICD Utah =3.4x10%
460-519) (converted from monthly to daily admissions)
daily n/a same-day PM,, | Toronto all A cases=p * APM,, * Pop s.e.=0.034/2.4 | Thurston et al.
respiratory - | metro area where B = 0.0339 daily admissions / Toronto population million 1994
admissions (2.4 million) =14x10*
(total) =14x10% Toronto
includes 466,
480,481, 482, (model also includes O;)
485, 490, 491,
492, 493
hospital 229%/year same day PM,;, | over65, | over65 §=0.00174 ci.=1.07-1.32 | Schwartz, 1994a
admissions | (incidence in Birmingham
pneumonia | pop. > 65 years AL s.e. = 0.000536 Birmingham
(480-487) of total U.S. '
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Uncert & Var.

Baseline Expos Meas. | Study Pop. | Applied Functional form* Sources
Endpoint | Incidence (per | from Original Pop.
(ICD-9 code) 100,000) Study
_— T = —_——
hospital 103¢/year same day PM,, | over65, | over65 B =0.00239 ¢i.=1.08-1.50 | Schwartz, 1994a
admissions | (incidence in Birmingham
COPD’ | pop. > 65 years AL s.e. = 0.00084 Birmingham
(490-496) of total U.S.
pop.)
hospital 22%/year same day over 65, | over65 f=0.00115 s.e.=0.00039 | Schwartz, 1994b
admissions | (incidence in PM,, Detroit
pneumonia | pop. > 65 years Detfroit
(480-487) of total U.S.
pop.)
hospital 103%year same day over 65, over 65 B = 0.00202 s.e. = Schwartz, 1994b
admissions | (incidence in PM,, Detroit 0.00059
COPD pop. > 65 years Detroit
(490-496) of total U.S.
pop.)
hospital 229/year same day PM,, | 65 and over | over 65 B =0.00157 ci=1.02-1.33 | Schwartz, 19%4c
admissions | (incidence in in Mpls .
pneumonia | pop. > 65 years s.e. = 0.00068 Mpls, St. Paul
(480-487) of total U.S.
pop.)
hospital 103%year current and 65 and over | over 65 B = 0.00451 ci.=1.20-2.06 | Schwartz, 1994¢c
admissions | (incidencein | previousday in Mpls
COPD pop. > 65 years PM,, s.e. =0.00138 Mpls, St. Paul
(490-496) of total U.S. -
pop.)
hospital 231%year avgsame and | 65 and older | 65 and f = 0.00098 c.i.=1.012-1.052| Schwartz and
admissions for| (incidencein | previousday | in Detroit older Morris, 1995
" congestive | pop. > 65 years PM,, s.e.=0.00031
heart failure | of total U.S. Detroit
(ICD 428) pop.)
hospital 450%year 24 hr avg PM,, | 65 and older | 65 and B =0.00056 c.i.=1005-1.032| Schwartz and
admissions for| (incidence in same day in Detroit older Morris, 1995
ischemic heart | pop. > 65 years s.e. = 0.00021
disease (ICD | of'total U.S. Detroit
410-414) pop.)
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Health Baseline Expos Meas. | Study Pop. | Applied Functional form* Uncert & Var. Sources
Endpoint | Incidence (per | from Original Pop.
(ICD-9 code) 100,000) Study
hospital 504%/year 24 hravg PM,;, | over65, over 65 B =0.00163 5.6.=0.00047 | Schwartz, 1996,
admissions — | (incidence in Spokane Spokane
allresp. | pop. > 65 years
illnesses (ICD | of total U.S.
460-519) pop.)
hospital 103Y/year 24 hravg PM,, | over 65, over 65 f=0.00316 s.e.=0.00084 | Schwarlz, 1996,
admissions | (incidencein Spokane Spokane
COPD pop. > 65 years
(490-496) of total U.S.
pop.)
hospital 229%/year 24 hravg PM,, | over 65, over 65 Bp=0.00103 s.e.=0.00068 | Schwartz, 1996,
admissions | (incidence in Spokane Spokane
pneumonia | pop. > 65 years
(480-487) of total U.S.
pop.)
LRS defined | not applicable | same day PM,, | 8-12 yr olds | 0-12 yr s.e.=0.0041 Schwartz et al.,
as cough, olds 1994d
chest pain,
phlegm, and
wheeze
where P, = the probability of a child in the study pop
suffering from LRS in the base case = 1.45 %
and f =0.014176
shortness of | not applicable | 24 hour avg African- | sameas |Acases= s.e.=0.00363 | Ostroetal., 1995
breath, days PM,, American S
asthmatics
between ages
7 and 12
where P, = the probability of a child in the study pop.
suffering from shortness of breath in the base case = 5.6
%
and f§ =0.008412
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Health Baseline Expos Meas. | Study Pop. | Applied Functional form* Uncert & Var. Sources
Endpoint | Incidence (per | from Original Pop.
(ICD-9 code) 100,000) Study
URI 1,192¢ same day PM,, | 10-12 yrold | 12 and B=0.0036 s.e.=0.0015 | Popeetal., 1991
defined as (ages 10-12) non- under
runny or 5,307¢ symptomatic Utah
stuffy nose, (ages<=12)
wet cough,
burning,
aching, or red
eyes
acute n/a PM,, annual avg| 10 to 12 year | 18 and s.e.=0.0216 Dockery et al., ‘
bronchitis (converted) olds under 1989
(ICD 466)
6 cities
P, = baseline probability of having bronchitis
=0.065°
chronic 710/year annual mean | Seventh Day all $=0.00512 not available | Abbey et al., 1993
bronchitis | (of study pop.) TSP Adventists in convert PM,, to TSP: '
California : APMI0
ATSpPa —
0.56

where 0.56 is the specific conversion based on region

and initial TSP conc.
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Health Baseline Expos Meas. | Study Pop. | Applied Functional form* Uncert & Var. Sources
Endpoint | Incidence (per | from Original Pop.
(ICD-9 code) |  100,000) Study
e — — —
‘chronic 600/year annual mean | adults30-74 |  all A cases/year = (p, - p,) * Pop 95% CL=(1.02 - | Schwartz, 1993b
bronchitis TSP years old in 1.12) for odds
53US. £ ratio
urban areas - !l corresponding to
ef.| 210 pg/m3
. £l increase in annual
TSP
where p, = 0.006 = the probability of developing
physician-diagnosed chronic bronchitis per individual
per year and
B = 0.0012, the PM,, coefficient, converted from the TSP
coefficient, using the relationship:
ATSP = _AM
0.56
where 0.56 is the specific conversion based on region
and initial TSP conc.
presence of | not applicable | 24 hour average adult adults A Sympt,,,/day =(p, ~ po) * Pop s.e.=0.00024* | Krupnick et al.,
any of 19 'COH in units/ | members of | 18-65 where 1990
. acute 100 fi) families of
respiratory 2 elementary
symptoms school-aged
COH = coeff. of | children in
haze Glendora-
Covina-
Azusa, CA
and
po = the probability of Sympt,,, per individual for a 24-
hour period in the base case
=0.19
B = 0.00046¢
(Model includes O,, COH, SOy,)
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Health Baseline Expos Meas. | Study Pop. | Applied Functional form* Uncert & Var. Sources
Endpeint | Incidence (per | from Original | - Pop.
(ICD-9 code) 100,000) Study
————— B ———
moderate or n/a average PM, Denver |asthmatic A asthma status= B[In(X,/X,)]*Pop s..=0.00019 | Ostroetal, 1991
worse asthma during 9:00 am | asthmatics | (4% of where
status to4:00 pm |betweenages| total Xo=PM,, concentrations with CAA, Denver
(ng/m®) 18 and 70 pop.) X, = PM,, concentrations without CAA, and
B = 0.00038!
{model includes PM, s and modeled PM, ; measures for
periods where PM, ; measures were missing)
Restricted 400,531 2-wk average | Alladults | adults A health effects determined over a 2 wk period s.e. = 0.00018' Ostro, 1987
Activity Days | days/year* (of | PM,; (ug/m’) 18-65in | aged 18-
(RADs) the total U.S. metropolitan {| 65 B = 0.0030"!
Pop) areas in the
U.s.
respiratory 780,000 PM,; averaged | employed | adults number of health effects determined over a 2-week s.e. = 0.00044' Ostro and
and daysfyear (cited| overa2-wk | adults across | aged 18- period Rothschild, 1989
nonrespiratory | as 7.68 days period the U.S. 65
conditions | per person per between the B = 0.00463"'
resulting ina | year in study) ages of 18-65
minor : (Model includes fine particulates and O,)
restricted
activity day
(MRAD)
respiratory 306,000 PM,; averaged | employed | adults | number of health effects determined over a 2-wk period | s.e.=0.00103! Ostro and
restricted | days/year (cited| overa2wk | adults across | aged 18- Rothschild, 1989
activity days | as 3.06 days period the U.S. 65 B =0.00936+'
(RRADs) | per person per between the
year in study) ages of 18-65 (Model includes fine particulates and O)
Work Loss | 150,750™ (of | 2-wkaverage | Alladults | adults A health effects determined over a 2 wk period s.e.=0.00022 Ostro, 1987
Days (WLDs) | total U.S. pop) | PM,s (ng/m’) | 18-65in | aged 18-
metropolitan | 65 B =0.0020:
areas in the
U.s.
— — —— IEEITE =

spuvnjjod via11e) fo s102[J57 24fjap puv yywag upwng :( xipuaddy




9T-d

NOTES:

2 Pollutant coefficients reflect changes in health effects per change in pg/m*PM

b Mortality baseline incidence data for each county taken from Vital Statistics ofthe United States, Vol. II - Mortality, Part B, (U.S. Dept. of Health and Human Services). Incidence
rates were generated for total mortality excluding accidental deaths and adverse effects, svicide, homicide, and other external causes (ICD E800-E999). Rates calculated based on 1990
population,

¢ PM,, data converted to PM, , data by using national urban average I’I\/ﬁ_s[/)l"Mlcl ratio = 0.56.

¢ Centers for Disease (:umrc.i’.s 1992. Vital and Health Statistics, Detailed Diagnoses and Procedures, National Hospital Discharge Survey, 1990. Number of 1990 discharges divided by
1990 U.S. population (248,709,873) from City and County Databook, 12th edition, 1994, U.S. Dept. of Commerce, Bureau of the Census; Washington, D.C.

¢ Pope et al., 1991 NOTE: rates were not available from standard incidence sources and so were calculated from incidence in the study of 10-12 year olds. This may not be entirely
apprc?%'iati for olc;ler 01‘9 ggunger individuals, Children of this age are less likely to have colds than much younger children and may be more representative of the adult population.

ockery et al., 1989.

£ Coefficient and standard error are converted from a f and s.e. for coefficient of haze (COH) to a P and s.e. for PM,,. This was done by using a ratio of COH to TSP of 0.116 from the
study authors (as cited in ESEERCO, 1994) and a ratio of PM,; to TSP of 0.55 (U.S. EPA, 1986).

b Coefficient and standard error incorporate the stationary probabilities as described in Krupnick et al. (1990). To do this, the calculation used the transitional probabilities supplied by
the authors and presented in ESEERCO, 1994,

1U.S. EPA, 1994a.

9941) B converted from a change in health effects per change in pg/m® PM,  to a change per pg/m® PM,; using the following relationship: 1 pg/m* PM, , = 0.56 pg/m?® PM,; (ESEERCO,

1

k Number of RADs for all acute conditions from: National Center for Health Statistics. Current Estimates from the National Health Interview Survey: United States, 1990. (Hyattsville,
MD). This number is divided by the U.S. population for 50 states for 1990 (248,709,873) and multiplied by 100,000 (to obtain the incidence per 100,000).

! Based on fixed-weight meta-analysis of single-year coefficients and standard errors reported in study.

= Number of WLDs of 374,933,000 from: National Center for Health Statistics. Current Estimates from the National Health Interview Survey from 1990. (Hyattsville, MD). Series 10,
No. 181. This number is divided by the U.S. population for 50 states for 1990 (248,709,873) and multiplied by 100,000 (to obtain the incidence per 100,000).
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where “cases” refers to incidence at the first pollution level.
Health Baseline Expos Meas Study Pop. | Applied Pop. Functional form* Uncert & Var. Sources
Endpoint | Incidence | from original
(ICD-9 code) (per study
% 100,000)

hospital 504/year® 24 hravg 65 and older in | over 65 only B= New Haven: Schwartz, 1995 >

admissions - | (incidence (ng/m®) New Haven, New Haven: 0.0027 s.e.=0.0014 &
- all resp. in pop .> 65 CT, Tacoma, Tacoma: 0.007 New Haven and §_
S illnesses (ICD |  years of WA where - Tacoma: Tacoma Y
s 460-519) total U.S. 1 pg/m3=0.510 ppb s.e.=0.0025 o
pop.) o

(two pollutant model with PM,, and O;) where '§‘~

8

1pg/m’ =0.51 '"5:

ppb )

)

: 3

daily n/a 1 hour daily max all all for Toronto: B = 0.0388/2.4 million se=0.0241/2.4 Thurston et al., .
respiratory ozone (ppb) =1.62x10* million 1994 s
admissions- =1.0x10°* B

includes 466, A cases/day =8 * A O, * pop Toronto &

480, 481, 482, t&g

485, 490, 491, (ozone and PM,, model used) 8
492,493 >3

<,

hospital 229/yea’® | 24-hravg ppb over 65, over 65 B = 0.00262 s.e.=0.00196 Schwartz, 1994a ;?
admissions | (incidence Birmingham | - )
pneumonia |in pop .> 65 AL for O; alone (single pollutant model only avail.) Birmingham &
(480-487) years of h
total ULS. &

pop.) g

(=1
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Health Baseline Expos Meas Study Pop. } Applied Pop. Functional form* Uncert & Var. Sources
Endpoint | Imcidence | from original
(ICD-9 code) (per study
100,000)
hospital 103/year® | 24-hravgppb over 65, over 65 f=0.00314 5¢.=0.00316 | Schwartz, 1994a
admissions | (incidence : Birmingham
COPD in pop > 65 AL Birmingham
(490-496) years of
total U.S. for Oy only (only single pollutant model avail.)
pop.)
——— —
hospital 229/year® | 24-hravg ppb |over 65, Detroit| over65 B=0.00521 s.e.=0.0013 Schwartz, 1994b
admissions | (incidence (two pollutant model with O, and PM,)
pneumonia | inpop .> 65 Detroit
(480-487) years of note: authors suggest a threshold of 25 ppb
total U.S,
pop.)
hospital 103/year® | 24-hravgppb |over65, Detroit] over 65 B =0.00549 s.e.=0.00205 Schwartz, 1994b
admissions | (incidence (two pollutant model with O, and PM,,)
COPD in pop > 65 Detroit
(490-496) years of note: authors suggest a threshold of 25 ppb
total U.S.
pop.)
hospital 229/yea’® | 24 hravgppb | 65and overin over 65 B =0.002795 s.e.=0.00172 Schwartz 1994¢
admissions | (incidence Mpls
pneumonia | in pop > 65 (two pollutant model with O, and PM,) Mpls, St. Paul
(ICD 480-487)| yearsof
total U.S.
pop.)
hospital 504/year® |1 hour daily max over 65, over 65 B =0.008562 s.e.=0004326 | Schwartz, 1996,
admissions -- | (incidence | ozone (ppb) Spokane Spokane
all resp. inpop > 65
illnesses (ICD | years of
460-519) | total U.S.
pop.)
hospital 103/year® |1 hour daily max over 65, over 65 =0.004619 5.6.=0.007739 | Schwariz, 1996,
admissions | (incidence | ozone (ppb) Spokane ' Spokane
COPD in pop > 65
(490-496) years of
total U.S.
pop.)
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Health Baseline Expos Meas |  Study Pop. |Applied Pop. Functional form* Uncert & Var. Sources
Endpoint | Incidence | from original
(ICD-9 code) (per study
100,000)
v———
hospital 229/year® |1 hour daily max over 65, over 65 B =0.00965 s.e.=0.006011 Schwartz, 1996,
admissions | (incidence | ozone (ppb) Spokane Spokane
pneumonia | in pop > 65
(ICD 480-487)| years of
total U.S.
pop-)
presence of n/a daily one-hour | adult members | adults 18-65 A Sympt,,./day = (p, - p,) * Pop se 6.7x 10%¢ Krupnick et al.,
any of 19 acute max. O; (pphm) | of families of where 1990
respiratory elementary
symptoms school-aged
children in
Glendora-
Covina-Azusa,
CA

Po = the probability of having Sympt,,., per individual for
a 24-hour period
in the base case
» =0.19
B=14x10%*

(Model includes O, COH, SO,)

|
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—— — % —— ————————= —
Health Bascline Expos Meas Study Pop. | Applied Pop. Functional form* Uncert & Var.
Endpoint | Incidence | from original
(ICD-9 code) (per study
1060,000)
—a—— ——————— e e —
self-reported n/a 1hourdaily | asthmaticsin A asthma attacks/day = (p, - po) * Pop se.= Whittemore and
asthma attacks max. oxidants | Los Angeles where 72x10%%¢ Kom, 1980 and
(ppm) U.S. EPA, 1993b
and
po = the probability of attacks per asthmatic for a 24-hour
period in the base case,
=0.027°
B=19x103%f
1.11 = factor to convert measured O, levels to oxidants
(only model includes oxidants and TSP)
respiratory and | 780,000/ 1 hour daily employed equation predicts daily change in MRAD se = Ostro and
nonrespira- year* max. O, (ppm) | adults across 6.6 x 104 Rothschild, 1989
tory conditions | (of study | averaged over 2 the U.S. p=22x10%"
resulting in a pop.) weeks between the
minor ages of 18-65 (Model includes O, and fine particulates)
restricted (urban
activity day residents)
(MRAD) L
pr— = —————— ==
respiratory 310,000/ |1 hourdailymax| employed equation predicts daily change in RRAD s.e.=0.0017 Ostro and
restricted year® 0, (ppm) adults across Rothschild, 1989
activity days | (of study | averaged over2 the U.S. B =-0.0054'
(RRADs) pop.) weeks between the
' ages of 18-65 (Model includes O; and fine particulates)
(urban
residents)
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Health Baseline Expos Meas Study Pop. | Applied Pop. Functional form* Uncert & Var. Sources
Endpoint | Incidence | from original
(ICD-9 code) (per study
100,000)
sinusitis and n/a hourly O, adults in urban all s.e. = 0.0070™ Portney and
hay fever averaged over | areas surveyed Mullahy, 1990
six years (1974- | in the National
1979) in ppm Health
Interview
Survey

where:
® = standard normal distribution function
x, = average hourly O, concentration over six years in the
no-CAA scenario
%, = average hourly O, concentration over six years in the
CAA scenario
=-1.13
p=0.017

maximum likelihood probit model

=
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Health
Endpoint
(ICD-9 code)

Baseline
Incldence
(per
100,000)

Expos Meas
from original
study

e

Study Pop.

Applied Pop.

Functional form*

for moderate exercisers (using equation based on data from Seal et al., 1993)

Uncert & Var.

The following two rows should be combined, ¢.g., cases of DFEV, > 15% for heavy exercisers (using equation based on Avol et al., 1984) should be added to cases of DFEV, 2 15%

Avoletal., 1984

Decrements in n/a Exposure to Heavily all under age Acases=e * p * AO,* Pop.
lung function ozone for 1.33 | exercising male 500
as measured by hours during and female where,
forced which bicyclists B =0.00297 for DFEV, > 15%
expiratory individuals were | (mean age = =(.,00268 for DFEV, = 20%
volume in one exercising 26.4 yrs) a =0.06656°
second (FEV,) continuously for
one hour
(controlled
setting)
Decrements in n/a Exposure to Moderately | all under age
Tung function ozone for 2.33 | exercising male 50°
as measured by hours during and female
FEV, which college students
individuals were | (ages 18-35)
exercising
intermittently
(total exercise
time = 1 hour)
(controlled
setting)

where,

a =-0.664 for DFEV, = 15%
=.0.326 for DFEV, > 20%

b =0.000840 for DFEV, > 15%
=(0.000919 for DFEV, = 20%

d, = 1.06°

d,=1.00

d;=0.70

e, =0.2889

e,=0224

e; = 0.640

X, and X, are ozone concentrations in the CAA and.
No-CAA scenarios

Seal, et al,, 1993
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NOTES:
* Pollutant coefficients expressed as a change in health effects per change in ppb O,.

b Centers for Disease Control, 1992. Vital and Health Statistics, Detailed Diagnoses and Procedures, National Hospital Discharge Survey, 1990. Number of 1990 discharges divided by
1990 U.S. population (248,709,873) from City and County Databook, 12th edition, 1994, U.S. Dept. of Commerce, Bureau of the Census, Washington, D.C.

¢ Determined the incremental effect/unit O, by incorporating stationary probabilities from transitional probabilities. ESEERCO (1994) obtained transitional probabilities for adults from
original study authors.

41U.S. EPA, 19%4a.

¢ Calculated as baseline asthma attack rate (number of attacks per person per year) divided by 365 days per year. Number of attacks per person per year = 9.9 from National Center for
Health Statistics, National Health Interview Survey, 1979 (as cited by Krupnick and Kopp, 1988).

B coefficient and s.e. converted to A in cases/ppb O, based on the following relationship: 1 ppb O, = 1.11 ppb oxidants.

¢ Study did not report a s.e. Thus, the analysis assumed the largest s.e. possible (at p = 0.01, using a two-tailed test of significance)

b Ostro and Rothschild (1989) report average annual MRADs as 7.8 per person, using data from 6 years.

i B is a weighted mean using separate coefficients for six years. Each year’s coefficient was weighted by the inverse of the variance for that coefficient.

J Standard error is the square root of the sum of the weights (sqrt[sum(1/var)], where I indicates the individual year).

k Ostro and Rothschild (1989) report average annual RRADs as 3.1 per person, using data from 6 years.

! Obtained by determining the products of beta coefficients for other independent variables and their mean values and summing these and the constant value.
m Calculated by dividing p by asymptotic t-ratio.

" From Table 12 in 1992 Statistical Abstracts, the percent of individuals in the U.S. population under age 50 = 75%.

° Factor to adjust for differences in concentration among microenvironments and amount of time spent in different microenvironments at heavy exercise rates.

? The values, d,, adjust ozone concentrations for various microenvironments (outdoor — near road, outdoor — other, and indoor) using values reported in U.S. EPA, 1993.

4 The values, e, adjust the response rates by the percent of time spent in each microenvironment at the relevant exercise rates (i.e., percent of time at a fast rate is used for Avol et al,,
1984, and percent of time at a moderate rate is used for Seal et al., 1993). U.S. EPA (1993) presents information to determine e, values
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The Benefits and Costs of the Clean Air Act, 1970 to 1990

Nitrogen Oxides

Nitrogen dioxide (NO,) is the primary focus of health studies on the nitrogen oxides and serves as the basis
for this analysis. The primary pathophysiology of NO, in humans involves the respiratory system and the con-
centration-response function identified for NO, describes the relationships between measures of NO, and respi-
ratory illness.

A number of epidemiological studies of NO, are available; however, most have either confounded expo-
sures (with other pollutants) or insufficient exposure quantification (e.g., exposure assessment indicates only
absence or presence of a gas stove). Most studies consider NO, generated by gas stoves or other combustion
sources in homes and are therefore not directly usable in concentration-response functions. However, studies by
Melia et al, 1980 and Hasselblad et al, 1992 provide a reasonable basis for development of a concentration
response function. Table D-8 presents the function obtained from their work. The function relates NO, to respi-
ratory illness in children.

D-34
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Health Exposure Study Applied Functional Form* Uncertainty/ Sources
Endpoint Measure from | Population Population Variab.
Original
Studies
respiratory NO, children ages all s.e. =0.0132 Hasselblad, et
illness (as measurements 6to7 al,, 1992.
indicated by in bedrooms (combining
respiratory with Palmes functions for | where:
symptoms) tubes men and
(one year time women) Prob(resp) = probability of respiratory illness during a one year
weighted period:
average
concentration in
pg/m’)
gender =1 for boys and 0 for girls (the term drops out for girls)
NOTES:

* This equation was obtained from two sources. The NO, coefficient was reported in Hasselblad et al., 1992. The background and gender intercepts were obtained via personal

communication with V. Hasselblad 2/28/95 by Abt Associates. The equation was based on an evaluation by Hasselblad et al. of study results obtained by Melia et al. (1980). See text for
further discussion.
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The Benefits and Costs of the Clean Air Act, 1970 to 1990

Carbon Monoxide

Three concentration-response relationships are available for estimating the health effects of carbon monox-
ide. The first relates ambient CO levels to hospital admissions for congestive heart failure (Morris et al., 1995).
The second equation (Allred et al., 1989a,b, 1991) relates the CO level in the bloodstream to the relative change
in time of onset of angina pain upon exertion. The third relates the CO level in the bloodstream to the relative
change in time of onset of silent ischemia. Due to the lack of quantitative information relating silent ischemia to
a meaningful physical health effect, this analysis uses only the first two dose-response functions shown in Table
D-9.

D-36
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Health Baseline Exposure Study Applied Functional Form Uncert./ Sources

Endpoint Incidence Measure Population Population Variability
h: == E———

Hospital . wa average of Medicare 65 and over | Acases= [} * ACO * Pop se. = Morris et al.,
admiss, for hourly max population in 1.9x 10% 1995
congestive CO (ppm) 7 large U.S. where = 1.1x107

heart cities (96% of 7 large U.S.
failure which are cities
265)

percent | baselinetime | CO (inppm) | men, age 35- Angina percent change in time to angina =p*A%COHb se.=0.81% Allred, etal,,
change in to onset of averaged over 75 years, patients in 1989a,b, 1991

time to angina 1 or 8 hours stable angina, U.S.= where:

angina during nonsmokers | 3,080,000 in f=-1.89%

treadmill test (of at least 3 1989° and
from Allred months) at
et al. studies time of study Frequency COHDb = blood level of carboxyhemoglobin
=515 of angina and
seconds at attacks for
%COHb = the study A %COHb = 0.45 * ACC?,
0.63* population= | where:
4.6 per week CO = concentration of CO (ppm), for non-
(range=0- smoking adults undertaking light exercise
63)+¢ (alveolar ventilation rate of 20L/min) for one
hour at low altitude, with an initial COHb =
0.5%.
OR
A %COHb = 0.12 * ACCr,
where:
conditions are the same as above except that
study individuals are at rest (alveolar
ventilation rate of 10L/min) for 8 hours.
NOTES:

* Calculated as the mean of means from 3 pre-exposure treadmill tests and 1 post-exposure test (control exposure to air) (Allred et al., 1991).

® American Heart Association (1991)
¢ Allred et al. (1991)
¢ Multiple daily events are not modeled. Although it is possible that angina attacks may occur more than once per day, the average frequency of attacks was 4.6 per week (< 1 per day).

® Equation calculated from figure in U.S. EPA (1991a), p. 2-7.
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The Benefits and Costs of the Clean Air Act, 1970 to 1990

Sulfur Dioxide

This analysis estimated one concentration-response function for SO, using clinical data from two sources
on the responses of exercising asthmatics to SO,, as measured by the occurrence of respiratory symptoms in
mild and moderate asthmatics (see Table D-10).
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Health Expos Meas. Study Pop. Applied Functional Form Uncert & Var. Sources
Endpoint from original Pop.
study
Any S-minute SO, generally exercising s.e. for: data from Linn
Symptom concentration, young asthmatics - et al.(1987,
(chest ppm (using peak | exercising defined as const. term= | 1988, 1990),
tightness, to mean ratio asthmatics 4% of 2.60 Roger et al.
shortness of | from hourly SO, | (ventilation general where status = asthma status (0 for mild, 1 for moderate) (1985)
breath, etc.) | concentration of rate 0.4 population, for
2:1t03:1) m*/min) of whom S0, coeff=
1.7% (range 0.0025
02%to
3.3%) are for
exercising status coeff =
during 1.44
waking hours

Cases = number of individuals with occurrences of at least moderate effects for
all three measures.

where :

Pop = exposed population of exercising mild asthmatics (assumed to be 2/3
of asthmatic population);

Pop..s = exposed population of exercising moderate asthmatics (assumed to be
1/3 of asthmatic population)
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The Benefits and Costs of the Clean Air Act, 1970 to 1990

Estimating Welfare Effects of
Exposure

In addition to avoided incidences of adverse hu-
man health effects, the air quality improvements esti-
mated to result from the CAA yield additional ben-
efits, namely welfare benefits. Table D-10 indicates a
variety of benefits expected to have accrued through
the avoidance of air pollution damage to resources.
As indicated, data supporting quantified estimates of
welfare benefits are more limited than those quanti-
fying the relationship between air pollution exposure
and human health. While evidence exists that a vari-
ety of welfare benefits result from air quality improve-
ments, currently available data supports quantifying
only a limited number of potential effects at this time.
The Table lists the effects quantified in the section
812 analysis; each is discussed below.

Pollutant

mate such benefits using reported relationships be-
tween ozone exposure and yields of a variety of com-
modity crops.

It should be noted that the method used to allo-
cate monitor-level ozone concentrations to estimate
crop exposure differed from that used to estimate
ozone health effects. Instead of assigning concentra-
tions from the nearest monitor, the agricultural ben-
efits analysis estimated ozone concentrations for each
county nationwide. This was necessary because of two
factors specific to the agricultural analysis. First, crop
production is reported at the county level, so changes
in crop yields associated with changes in ozone levels
must be estimated for each county. Second, much of
the nation’s agricultural production of “commodity
crops” (corn, wheat, soybeans, etc.) occurs at signifi-
cant distances from the location of the population-
oriented ozone monitors. Thus, an algorithm was used

Ozone

Particulate Matter/ :
TSP/ Sulfates o 4

Nitrogen Oxides

Sulfur Dioxide

Agricultural Effects

This analysis was able to quantify the benefits to
economic welfare attributable to the increased crop
yields expected from CAA-related air quality improve-
ments. Appendix F describes the method used to esti-

to assign ozone concentrations for the agricultural
analysis for the control and no-control scenarios to
county centroids based on a planar interpolation of
concentrations at the nearest three monitors. Appen-
dix F documents the details of the triangulation of
ozone air quality data.




Appendix D: Human Health and Welfare Effects of Criteria Pollutanis

Materials Damage

Welfare benefits also accrue from avoided air
pollution damage, both aesthetic and structural, to ar-
chitectural materials and to culturally important ar-
ticles. At this time, data limitations preclude the abil-
ity to quantify benefits for all materials whose dete-
rioration may have been promoted and accelerated by
air pollution exposure. However, this analysis does
address one small effect in this category, the soiling
of households by particulate matter. Table D-11 docu-
ments the function used to associate nationwide PM-
10 levels with household willingness to pay to avoid
the cleaning costs incurred for each additional pg/m?
of PM-10.

Visibility

In addition to the health and welfare benefits esti-
mated directly from reduced ambient concentrations
of individual criteria air pollutants, this analysis also
estimates the general visibility improvements attrib-
uted to improved air quality. Visibility effects are
measured in terms of changes in DeciView, a mea-
sure useful for comparing the effects of air quality on
visibility across a range of geographic locations for a
range of time periods. Itis directly related to two other
common visibility measures, visual range (measured
in km) and light extinction (measured in km™); how-
ever, it characterizes visibility in terms of perceptible
changes in haziness independent of baseline condi-
tions.

Visibility conditions under the control and no-
control scenarios were modeled separately for the east-
ern and western U.S. In the east, the Regional Acid
Deposition Model (RADM) generated extinction co-
efficient estimates for each of 1,330 grid cells in the
RADM domain (essentially the eastern half of the
country). The extinction coefficients were translated
to DeciView using the relationship reported in
Pitchford and Malm (1994). In the Western U.S., a
conventional extinction budget approach provided
DeciView estimates for 30 metropolitan areas (SAI,
1994). A linear rollback model provided the corre-
sponding no-control estimates. Visibility estimates for
both portions of the country were generated for the
target years 1975, 1980, 1985, and 1990.

Table D-12 summarizes the methodology used to
predict visibility benefits attributable to the CAA.
Physical benefits for a given year are reported in terms

of the average DeciView change per person in the
modeled population.

Worker Productivity

Available data permits quantification of a final
human welfare endpoint, worker productivity. Crocker
and Horst (1981) and U.S. EPA (1994c) present evi-
dence regarding the inverse relationship between
ozone exposure and productivity in exposed citrus
workers. This analysis applies the worker productiv-
ity relationship (reported as income elasticity with
respect to ozone) to outdoor workers in the U.S. (ap-
proximately one percent of the population). Table D-
12 details the form of the concentration response func-
tion.

Ecological Effects

It is likely that the air pollution reductions
achieved under the CAA resulted in improvements in
the health of aquatic and terrestrial ecosystems. To
the extent that these ecosystems provide a variety of
services (e.g., fishing, timber production, and recre-
ational opportunities), human welfare benefits also
accrued. However, due to a lack of quantified con-
centration-response relationships (or a lack of infor-
mation concerning affected population), ecological
effects were not quantified in this analysis. Appendix
E provides discussion of many of the important eco-
logical benefits which may have accrued due to his-
torical implementation of the CAA.




Table D-12. Summary of Functions Quantifying Welfare Benefits. I~
™
&
&
L;h
= — — >4
Endpoint Expos Meas. Applied Functional Form Uncert & Var. Sources §'
Pop. a
— — — a
Household annual mean all Soiling Damage = f§ * Pop/PPH * APM,, Beta distribution with Manuel et al. (1982); ‘;n
Soiling Damage |PM, households mean = §2.52 McClelland, et al. =
(change in dollar (study based where s.e.=$1.00 (1991); Watson and ®
valuation) on p=5252 interval = Jaksch (1982); g
households in PPH = people per household (2.68)* [$1.26 - $10.08] ESEERCO (1994) 8
20 slope parameters: %
metropolitan =12, N
areas) f=73 a
= = = = :‘H
Visibility Eastem U.S.: all " not available =
(average change |Extinction =
lin DeciView per | coefficient (Ext) ol
person)>© in units of m’! 8
S
E Western U.S.:
LS DeciView, dv where,
(unitless) AVis = avg. change in DeciView per person in modeled population
i=modeled area
dvy, can = DeciView under no control scenario
dveas = DeciView under control scenario
Pop ; = modeled population in modeled area, i
Pitchford and Malm
(1994)
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e e — — -
Endpoint Expos Meas. Applied Functional Form Uncert & Var. Sources
Pop.
worker hourly O, individuals in Al="n*(X, - X)X, * Pop * W not available Estimated using data
productivity concentration occupations from Crocker and
(resulting in averaged overa | that require Al = change in total daily income, Horst (1981) and
changes in daily |workday or 24- heavy 1 = income elasticity with respect to O, conc., U.S. EPA, 199%4¢
wages) hours (ppm) outdoor 1 =-0.14 for 24-hour period,
physical I= total daily income per worker engaged in strenuous outdoor labor
labor =$73¢
W = proportion of outdoor workers in the U.S. population
(study based =0.012°
on citrus X, = average hourly O, concentrations with CAA,
workers in S. X, = average hourly O, concentrations without CAA
California) | (NOTE: Average number of days worked per year for workers engaged
in strenuous outdoor labor = 213)f
(model includes O, only)
—
NOTES:

31990 Census

* Visibility is measured in two ways: (1) in terms of extinction coefficient in the eastern U.S. (based on modeling of RADM domain); and (2) as DeciView (dv) in the west (modeling
of 30 western cities) (SAL, 1994).

¢ DeciView is a haziness index used to characterize visibility through uniform hazes.
¢ Average daily wage, assuming an 8-hour day, by workers in the job categories listed below, taken from U.S, Bureau of the Census, Earnings by Occupation and Education, 1990.

¢ Full- and part-time workers (total of 3,100,000) taken from U.S. Bureau of the Census, Earnings by Occupation and Education, 1990. Includes the following job categories: farm
workers; groundskeepers and gardeners, except farm; forestry workers, except logging; timber cutting and logging occupations; brickmasons and stonemasons; brickmason and stonemason
apprentices; roofers; structural metal workers; construction trades; n.e.c.; construction laborers; garbage collectors; and stevedores. Value is divided by total U.S. population,

f Average number of days worked per year, assuming an 8-hour day, by workers in the job categories listed above, taken from U.S. Bureau of the Census, Earnings by Occupation and
Education, 1990.
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Modeling Results

This section summarizes results of the health and
welfare effects modeling. As indicated previously, the
Project Team adopted a Monte Carlo approach in an
effort to capture uncertainty in the benefits analysis.
With respect to estimating avoided incidence of ad-
verse health and welfare effects, two sources of vari-
. ability are considered. The first is the statistical un-
certainty associated with each concentration-response
relationship reported in the literature. In addition to
an estimate of a concentration-response function co-
efficient, studies typically report a standard error of
the reported estimate. The second source of uncer-
tainty lies in the choice of studies, where multiple stud-
ies offer estimates for the same endpoint. Different
published results reported in the scientific literature
typically do not report identical findings; in some in-
stances the differences are substantial. This between-
study variability is captured by considering the range
of estimates for a given endpoint.

Table D-13 summarizes health and welfare effects
for each study included in the analysis. The values
presented are mean estimates of the number of cases
of each endpoint avoided due to implementation of
the CAA. A distribution is associated with each mean
estimate, capturing the uncertainty inherent in the es-
timate of the concentration-response coefficient. The
distribution of estimated effects corresponding to a
given study was generated by randomly sampling from
the distribution of coefficients (given by the estimated
coefficient and its standard error reported in the study)
and evaluating the concentration-response function,
yielding an estimate of avoided incidence for the given
effect. This procedure was repeated many times. While
only the central estimates of the resulting distribu-
tions are presented here, the distributions were retained
for use in monetizing and aggregating economic ben-
efits (see Appendix I).

As shown, for some health endpoints more than
one concentration-response function was used, each
representing a different study. The alternative con-
centration-response functions provide differing mea-
sures of the effect. These can be used to derive arange
of possible results. In the case of lead (Pb), alterna-
tive functions were not used; rather, two analytical
procedures were implemented (labeled the “backward-

looking” and “forward looking” analyses), giving a
range of results for most Pb endpoints (see Appendix
G for discussion of Pb health effects).

The table presents the results of modeling “all U.S.
population” (although, with the exception of Pb, not
all of the 48 state population is modeled, with up to
five percent being excluded in a given year). The re-
sults depict the pattern of health effects incidence
across years. The accuracy of the scale of incidence
is less certain (due to the extrapolation of air quality
data). These results are almost certainly more accu-
rate than the corresponding “50 km” results, but rely
on the assumption that (for a portion of the popula-
tion) distant air quality monitors provide a reason-
able estimate of local air quality conditions. Thus, the
results presented here are somewhat speculative. It is
likely that the estimated health effects are overstated
for that population group (20 to 30 percent of total
population in the case of PM) for which distant moni-
tors are used. (Note, however, that the scaling of
unmonitored county PM concentrations based on re-

- gional-scale grid model projections significantly miti-

gates this potential overestimation in the case of PM;
see Appendix C for details). Conversely, there is an
implied zero health impact for that portion of the popu-
lation (three to four percent in the case of PM) ex-
cluded from the analysis altogether, an understatement
of health impacts for that group.

The results indicate the growth of benefits over
the study period, consistent with increasing improve-
ments in air quality between the control and no-con-
trol scenarios from 1970 to 1990.

The mortality effects documented above can be
disaggregated by age. Table D-14 indicates the esti-
mated proportions of premature mortalities for vari-
ous age groups (Pb-induced mortality estimates for
children, men, and women are grouped). Also pre-
sented is the average life expectancy for each group,
indicating the degree of prematurity of PM and Pb-
related mortality. )

Table D-15 presents estimated incidence reduc-
tions for several health effects which could be quanti-
fied but not monetized for this analysis.

7 With the exception of visibility, welfare endpoints estimated economic benefits directly and are therefore included in the

monetary benefits results presented in Appendix L.
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Appendix D: Human Health and Welfare Effects of Criteria Pollutants

Endpoint Study Pollutant(s) 1975 1980 1985 1990

MORTALITY

Mortality (long-term exposure) Pope et al., 1995 PM,, 58,764 145,884 169,642 183,539

Mortality (Pb exposure) -Male Average of Backward & Forward Pb 822 5,281 10,340 12,819

Mortality (Pb exposure) -Female Average of Backward & Forward Pb 231 1,474 2,866 3,637

Mortality (Pb exposure) -Infant Average of Backward & Forward Pb 456 2,342 3,933 4,944

CHRONIC BRONCHITIS ] .

Chronic Bronchitis Schwartz, 1993b PM,, 198,973 554,632 720,166 741,775
Abbey et al., 1993 PM,, 173,571 454,309 564,753 602,990

OTHER Pb-INDUCED AILMENTS

Lost IQ Points Average of Backward & Forward Pb 1,028,492 5,031,157 8,559,426 10,378,268

Q<70 Average of Backward & Forward Pb 3,780 20,074 36,520 45,393

Hypertension-Men Average of Backward & Forward Pb 830,299 5,276,999 10,087,115 12,646,876

Cor. Heart Disease Average of Backward & Forward Pb 1,313 . B,444 16,671 21,069

Atherothrombotic brain infarction - Men Average of Backward & Forward Fb 181 1,128 2,165 2,690

Atherothrombotic brain infarction - Women Average of Backward & Forward Pb 84 529 1,020 1,255 -

Initial cerebrovascular accident - Men Average of Backward & Forward Pb 260 1,635 3,154 3,926

Initial cerebrovascular accident - Women  Average of Backward & Forward Pb 120 758 1,466 1,804

HOSPITAL ADMISSIONS

All Respiratory Schwartz, 1985, Tacoma PM,, &03 32,004 77,827 95,435 106,777
Schwartz, 1996, Spokane PM,, & 03 29,393 69,449 93,137 119,290
Pope, 1991, Salt Lake Valley PM,, 30,982 73,093 86,407 95,486
Schwartz, 1995, New Haven PM,, &03 23,137 55,096 66,385 73,842
Thurston et al., 1924, Toronto PM,, & 03 13,746 32,383 39,691 46,013

COPD + Pneumonia Schwartz, 1994¢ PM,, &03 21,898 53,928 64,217 70,528
Schwartz, 1996, Spokane PM,, &03 19,769 47,294 63,116 80,113
Schwartz, 1994a PM,, & 03 16,942 40,882 49,290 55,227
Schwartz, 1994b PM,, & O3 13,006 30,679 37,434 43,410

Ischemic Heart Disease Schwartz and Morris, 1995 PM,, 6,348 14,709 17,289 18,008

Congestive Heart Failure Schwartz and Morris, 1995 PM,, 5,733 13,365 15,742 17,362
Morris et al., 1995 co 3,022 8,543 17,028 21,835

OTHER RESPIRATORY-RELATED AILMENTS

-Adults

Any of 18 Acute Symptoms Krupnick et al., 1990 PM,, & 03 41,631,456 98,876,110 117,275,400 129,529,717

- Children .

Shortness of breath, days Ostro et al., 1995 PM,, 20,752,402 50,758,872 58,575,484 68,375,216

Acute Bronchitis Dockery et al., 1989 PM,, 1,936,260 6,255,801 7,644,924 8,541,833

Lower Respiratory Symptoms Schwartz et al., 1994d PM,, 2,994,048 6,100,276 6,977,680 7,804,860

Upper Respiratory Symptoms Pope st al., 1991 PM,, 500,395 1,292,922 1,557,177 1,683,854

- All Ages

Asthma Attacks Ostro et al., 1991 PM,, 264,430 548,306 686,853 841,916
Whittemore and Kom, 1980; 03 ‘ 193 . 482 816 1,080
EPA ,1983

Increase in Respiratory lliness Hasselblad; 1992 NO2 729,306 2,686,813 6,113,639 9,776,267

Any Symptom Linn et al. (1987, 1988, 1990) so2 104,896 319,192 282,846 265,650

RESTRICTED ACTIVITY AND WORK LOSS DAYS

RAD Ostro, 1987 PM,, 18,170,337 47,445,314 56,939,271 62,187,720

MRAD Ostro and Rothschild, 1989 PM,, &03 60,871,610 155,799,151 190,333,140 209,924,785

RRAD Ostro and Rothschild, 1989 PM,, & 03 47,669,732 237,799,482 176,850,171 174,329,691

Work Loss Days Ostro, 1987 PM,, 6,966,775 17,213,581 20,648,906 22,562,752

HUMAN WELFARE

Household Soiling Damage ESEERCO, 1994 PM,, direct economic valuation

Visibility - East (DeciView chg. per person) Pitchford and Malm, 1994 DeciView 0.4 1.4 1.9 20

Visibility - West (DeciView chg. per person) Pitchford and Malm, 1994 DeciView 24 4.9 5.0 6.0

Decreased Worker Productivity Crocker & Horst, 1981 and EPA, 1994c03 direct economic valuation

Agriculture (Net Surplus) Minimum Estimate o3 direct economic valuation
Maximum Estimate 03 direct economic valuation
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Appendix E: Ecological Effects of Criteria

Pollutants

Introduction

Benefits to human welfare from air pollution re-
ductions achieved under the CAA can be expected to
arise from likely improvements in the health of aquatic
and terrestrial ecosystems and the myriad of ecologi-
cal services they provide. For example, improvements
in water quality stemming from a reduction in acid
deposition-related air pollutants (e.g., SO, and NO )
could benefit human welfare through enhancements
in certain consumptive services such as commercial
and recreational fishing, as well as non-consumptive
services such as wildlife viewing, maintenance of
biodiversity, and nutrient cycling. Increased growth
and productivity of U.S. forests could result from re-
duced emissions of ozone-forming precursors, particu-
larly VOCs and NO,, and thus may yield benefits from
increased timber production; greater opportunities for
recreational services such as hunting, camping, wild-
life observation; and nonuse benefits such as nutrient
cycling, temporary CO, sequestration, and existence
value.

In this Appendix, the potential ecological benefits
from CAA pollutant controls are discussed in the con-
text of three types of ecosystems: aquatic, wetland,
and forest. In describing the potential ecological ben-
efits of the CAA, it is clearly recognized that this dis-
cussion is far from being comprehensive in terms of
the types and magnitude of ecological benefits that
may actually have occurred from the implementation
of the CAA. Rather, this discussion reflects current
limitations in understanding and quantifying the link-
ages which exist between air quality and ecological
services, in addition to limitations in the subsequent
valuation of these services in monetary terms. This
discussion also does not cover potential benefits from
improvements in other ecological services, namely ag-
riculture and visibility, which are discussed and quan-
tified in other sections of this report. This appendix
is dedicated to a gualitative evaluation of ecological
benefits. However, where possible, the existing body
of scientific literature is drawn upon in an attempt to

provide insights to the possible magnitude of benefits
that may have resulted from CAA-related improve-
ments of selected ecological services. It is important
to note that the inability to fully value ecological ser-
vices results in a significant undervaluation of the
ecological benefits of air pollution reductions. This
undervaluation should not be interpreted as a devalu-
ation.

Benefits From Avoidance of
Damages to Aquatic Ecosystems

Aquatic ecosystems (lakes, streams, rivers, estu-
aries, coastal areas) provide a diverse range of ser-
vices that benefit the welfare of the human popula-
tion. Commercially, aquatic ecosystems provide a
valuable food source to humans (e.g., commercial fish
and shellfish harvesting), are used for the transporta-
tion of goods and services, serve as important drink-
ing water sources, and are used extensively for irriga-
tion and industrial processes (e.g., cooling water, elec- -
trical generation). Recreationally, water bodies pro-
vide important services that include recreational fish-
ing, boating, swimming, and wildlife viewing. They
also provide numerous indirect services such as nu-
trient cycling, and the maintenance of biological di-
versity.

Clearly, these and other services of aquatic eco-
systems would not be expected to be equally respon-
sive to changes in air pollution resulting from the
implementation of the CAA. The available scientific
information suggests that the CAA-regulated pollut-
ants that can be most clearly linked to effects on
aquatic resources include SO,_and NO, (through acid
deposition and increases in trace element
bioavailability), NO, (through eutrophication of ni-
trogen-limited water bodies), and mercury (through
changes in atmospheric deposition). Potential ben-
efits from each of these processes (acid deposition,
eutrophication, mercury accumulation in fish) are
described separately in the following sections.
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Acid Deposition

Background

Acid deposition refers to the depositing of strong
acids (e.g., H,SO,, HNO,) and weak acids ((NH,),SO,,,
NH,NO,) from the atmosphere to the earth’s surface.
Acid deposition can occur in the wet or dry form and
can adversely affect aquatic resources through the
acidification of water bodies and watersheds. Acidi-
fication of aquatic ecosystems is of primary concern
because of the adverse effects of low pH and associ-
ated high aluminum concentrations on fish and other
aquatic organisms. Low pH can produce direct ef-
fects on organisms, through physiological stress and
toxicity processes, and indirect effects, mediated by
population and community changes within aquatic
ecosystems. Acidification can affect many different
aquatic organisms and communities. As pH decreases
to 5.5, species richness in the phytoplankton, zoop-
lankton, and benthic invertebrate communities de-
creases.! Additional decreases in pH affect species
richness more significantly, and may sometimes af-
fect overall biomass.? Table E-1 presents descrip-
tions of the biological effects of acidification at dif-
ferent pH levels. In evaluating the severity of bio-
logical changes due to acidification, the reversibility
of any changes is an important consideration; biologi-
cal populations and communities may not readily re-
cover from improved water quality under certain cir-
cumstances. Researchers have addressed acidifica-
tion effects through many different experimental pro-
tocols, including laboratory bioassays, particularly
concerning pH, aluminum, and calcium; manipula-
tive whole-system acidification studies in the field;
and comparative, nonmanipulative field studies.

Although acidification affects phytoplankton,
zooplankton, benthic invertebrates, fish, amphibians,
and waterfowl, most acidification research has con-
centrated on fish populations3 Aluminum, which can

be toxic to organisms, is soluble at low pH and is
leached from watershed soils by acidic deposition.*
Acidification may affect fish in several ways. The
direct physiological effects of low pH and high alu-
minum include increased fish mortality, decreased
growth, and decreased reproductive potential. The
mechanism of toxicity involves impaired ion regula-
tion at the gill’ Population losses occur frequently
because of recruitment failure, specifically due to
increased mortality of early life stages.” Changes at
other trophic levels may affect fish populations by
altering food availability® Fish in poorly buffered,
low pH water bodies may accumulate higher levels of
mercury, a toxic metal, than in less acidic water bod-
ies, due to increased mercury bioavailability. The
primary consequence of mercury accumulation ap-
pears to be hazardous levels to humans and wildlife
who consume fish, rather than direct harm to aquatic
organisms (discussed further below).

The CAA-regulated pollutants that are likely to
have the greatest effect on aquatic ecosystems through
acid deposition and acidification are SO, and NO,. In
the atmosphere, SO, and NO, react to form sulfate
and nitrate parhculates which ) may be dry-deposited;
also the pollutants may react with water and be wet-
deposited as dilute sulfuric and nitric acids. SO, is
considered the primary cause of acidic deposition,
contributing 75 to 95 percent of the acidity in rainfall
in the eastern United States.’

Current Impacts of Acid Deposition
Effects on Water Chemistry

The effects of acid deposition and resulting acidi-
fication of water bodies was intensively studied as part
of a 10-year, congressionally-mandated study of acid
rain problems in the United States.'®. Based on the
NAPAP study, it is estimated that 4 percent of the
lakes and 8 percent of the streams in acid-sensitive

1 J, Baker et al.,, NAPAP SOS/T 13, 1990; Locke, 1993,
2 J, Baker et al,, NAPAP SOS/T 13, 1990.

3 NAPAP, 1991.

4 J. Bakeret al., NAPAP SOS/T 13, 1990.

S5 J. Baker et al.,, NAPAP SOS/T 13, 1990.

¢ Rosseland, 1986.

7 J. Baker et al.,, NAPAP SOS/T 13, 1990.

* Mills et al., 1987.

? NAPAP, 1991.

0 NAPAP, 1991.
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regions of the U.S. are chronically acidic due to natu-
ral and anthropogenic causes. NAPAP defines acidic
conditions as occurring when the acid neutralizing
capacity'' (ANC) is below 0 peq/L. Furthermore, ap-
proximately 20 percent of the streams and lakes in
these regions are considered to be extremely suscep-
tible to acidity (defined as ANC <50 peg/L) and

slightly more than half show some susceptibility to
acidification (defined as ANC <200 peg/L).

In terms of the role of acid deposition as a causal
mechanism for the acidification of water bodies, it is
estimated that 75 percent of the 1,181 acidic lakes
and 47 percent of the 4,668 streams studied under

"' ANC is expressed in units of microequivalents per liter (ueq/L), where an equivalent ANC is the capacity to neutralize one
mole of H* ions. Generally, waters with an ANC < 0 have corresponding pH values of less than 5.5 (L. Baker et al.,, NAPAP SOS/T

9, 1990).
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NAPAP receive their dominant source of acid anions
from atmospheric deposition (see Table E-2). On a
regional basis, the importance of acid deposition var-
ies considerably, which is believed to result from re-
gional differences in SO_and NO_emissions and dif-
ferences in the biogeochemistry of individual water-
sheds. For acidic lakes (ANC <0), the regions that
appear most likely to be influenced by acid deposi-
tion include the Adirondacks and Mid-Atlantic High-
land region, with acid deposition cited as the domi-

Table E-2. Comparis;dli of Popu
Chemical Category” -

Region "

»

New England :
Adirondacks
Mid-Atlantic Highlands
Southeastem Highl'e_a:.nd
Florida
Upper Midsvest
West 1

All Lakes

Mid-Atlantic Highlan

Mid-Atlantic Coastal Plai

Florida, where the vast majority (79 percent) are acidic
primarily due to organic acids, rather than acid depo-
sition.

Effects on Fish Habitat Quality

By combining information on relevant water
chemistry parameters (pH, aluminum, calcium), fish
toxicity models, and historical and current distribu-
tions of fish populations in the lakes and streams in-

Southeastem I-_Iigh_l_gridﬁ ;
Florida -

All Streams

nant source of acidity in 100 percent of the acidic lakes
studied (Table E-2). This is in stark contrast to the
West region, where none of the acidic lakes studied
were dominated by acid deposition (notably, the
sample size of lakes for this region was small to be-
gin with). For acidic streams, the Mid-Atlantic High-
land region contains the greatest proportion of streams
whose acidic inputs are dominated by acid deposition
(56 percent). This contrasts with acidic streams of

cluded in the National Surface Water Survey (NSWS),
NAPAP investigators estimated the proportion of
water bodies with water chemistry conditions that are
unsuitable for survival of various fish species.’* In
the Adirondack region, where the acidic lakes are
dominated by acid deposition, it is estimated that ten
percent of the lakes are unsuitable for the survival of
acid-tolerant fish species such as brook trout; twenty
percent of the lakes are estimated to be unsuitable for

2. NAPAP, 1991.
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