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3.0 MODELING 
Information regarding the geologic, hydrogeologic and geochemical data of site conditions, 
and the waste stream characteristics at Chemours DeLisle Plant are presented in earlier 
sections.  That information is used in this section to provide a demonstration, via model 
simulation, that injected wastes will not migrate to a point outside the permitted Injection 
Zone within a period of 10,000 years.  A discussion of the modeling approach and 
methodology is presented below. 
 

3.1 Model Objectives and Approach 
The modeling performed herein specifically addresses three considerations to demonstrate 
no-migration: 
 

1. Injection Interval pressurization during the operational period; 
2. Lateral waste transport and containment within the Injection Zone during the 

10,000-year post-operational period; and, 
3. Vertical waste transport and containment within the Injection Zone during the 

10,000-year post-operational period. 
 
To meet these objectives, three separate models were constructed using different 
approaches.  Each model addresses specific considerations for a demonstration of no 
migration.  The descriptions and approaches of the three models are shown in the table 
below. 
 
General Model Description General Modeling Approach 
Lateral Injection Interval Pressurization Numerical Model (SWIFT) 
Lateral Plume Transport for Low and High Density Injectate Numerical Model (SWIFT) 
Vertical Transport of Injectate 1-D Analytical Model 

 
The Sandia Waste Isolation Flow and Transport (SWIFT) code was employed in the lateral 
(numerical) models.  The lateral models are three-dimensional in the sense that the 
Injection Interval is modeled based on approximate geologic structure, as defined in 
Section 2.0.  There is, however, no vertical transport allowed, thereby maximizing the 
Injection Interval pressurization and lateral waste transport.   
 
Analytical techniques were used in the vertical transport model.  In accordance with 40 
CFR §148.21(a)(3) and (5), the numerical and analytical models used to demonstrate no 
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migration have been verified and validated.  The models are available to the public and are 
based on sound engineering and hydrogeologic principles. 
 

3.1.1 SWIFT for Windows Computer Code 
The computer simulation code used for modeling the pressure buildup and lateral migration 
of injected waste at the Chemours facility is SWIFT for Windows (HSI Geotrans, 2000).  
SWIFT for Windows is a version of the SWIFT code (Reeves and others, 1986; Finley and 
Reeves, 1982; Ward and others, 1987; Reeves and Ward, 1986; Intercomp, 1976).  SWIFT 
was originally called SWIP (Survey Waste Injection Program) and was developed under 
contract to the U.S. Geological Survey (Intercomp, 1976).  Tetra Tech, Inc. is the current 
custodian of the SWIFT code.  The code was developed to model waste injection in deep 
brine aquifers under conditions of variable fluid density, viscosity and temperature. 
 
SWIFT is a three-dimensional finite difference code that can be used to simulate ground 
water flow, contaminant transport and heat transport in single or dual porosity media.  
Steady state or transient conditions can be simulated.  In SWIFT, the equations governing 
ground water flow and solute transport are coupled through: 1) the pore fluid velocity; 2) 
the dependence of the fluid density on pressure, solute mass fraction and temperature; and 
3) the dependence of fluid viscosity on solute mass fraction and temperature. 
 
SWIFT has been extensively verified and validated.  Ward and others (1984) documented 
the benchmarking of SWIFT against eleven analytical solutions and field problems.  These 
problems explore a wide range of SWIFT’s capabilities including variable density flow 
and disposal well injection.  Illustrative problems using the SWIFT code have been 
published in two reports (Finley and Reeves, 1982; Reeves and others, 1987). 
 

3.1.2 Analytical Model 
The vertical transport of waste and dissolved waste constituents was calculated using 
analytical models.  These models incorporated the effects due to both advection and 
molecular diffusion.  The advective transport arises from the Injection Interval pressure 
buildup during the operational period, and the buoyant gradient resulting from the density 
contrast between the injectate and formation fluid.  The molecular diffusion component of 
transport results from the concentration gradient between the Injection Interval and the 
overlying strata.  Additionally, the diffusive transport through a mud-filled borehole is 
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calculated to address the possibility of a mud-filled artificial penetration intersecting the 
Injection Interval and waste plume. 
 
The analytical solutions are derived from published materials and employ sound hydrologic 
principles.  Derivations and discussions of the mathematical models used in the vertical 
transport of waste are presented in Section 3.6. 
 

3.2 General Modeling Methodology and Assumptions 
In this modeling, a “conservative approach” methodology was applied.  Model input 
parameters, initial conditions and boundary conditions were employed to ensure that the 
simulated Injection Interval pressurization and waste transport distance are overestimated.  
The general methods employed to ensure conservative modeling results are discussed 
below.  Information regarding the specifics of each model are presented in the appropriate 
model discussions. 
 
The Chemours site has five wells permitted by MDEQ Permit No. MSI1001.  Four wells 
are active and inject into the same injection interval (Washita-Fredericksburg Sand) as 
Well Nos. 2, 3, 4 and 5.  Well No. 6 has not been constructed as of the date of this 
demonstration (October 2016).  Monitor Well No. 1 was originally intended to be used as 
an injection well.  However, the location of manufacturing process within the DeLisle Plant 
was moved, and sometime between 1974 and 1978 it was decided that Monitor Well No. 
1 was located too far from the process areas to be used as an injection well.    A seventh 
well (Well No. 7) is considered in this demonstration, should Chemours opt to permit and 
construct an additional well at the Chemours DeLisle Plant. 
 
The Confining Zone, Injection Zone and Injection Interval are present at the following 
depths in each well: 
 

Regulatory Units in Well No. 1 
Regulatory Unit Geologic Formation Depth (feet) 

Confining Zone* Midway Group and Selma Formation 6,200 – 8,035 
Injection Zone* Eutaw, Tuscaloosa, Washita-Fredericksburg 8,035 – 10,043 
Injection Interval* Tuscaloosa Massive Sand 9,282 – 9,610 
Injection Interval* Washita-Fredericksburg 9,820 – 10,043 

 all depths are approximate and are referenced to Well No. 1 Dual Induction/Laterolog geophysical well log 
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Regulatory Units in Well No. 2 
Regulatory Unit Geologic Formation Depth (feet) 

Confining Zone* Midway Group and Selma Formation 6,200 – 8,035 
Injection Zone* Eutaw, Tuscaloosa, Washita-Fredericksburg 8,035 – 10,043 
Injection Interval* Tuscaloosa Massive Sand 9,282 – 9,610 
Injection Interval* Washita-Fredericksburg 9,820 – 10,043 

 all depths are approximate and are referenced to Well No. 2 (MSI1001) Dual Induction/Laterolog 
geophysical well log 

 
Regulatory Units in Well No. 3 

Regulatory Unit Geologic Formation Depth (feet) 
Confining Zone* Midway Group and Selma Formation 6,200 – 8,045 
Injection Zone* Eutaw, Tuscaloosa, Washita-Fredericksburg 8,045 – 10,035 
Injection Interval* Tuscaloosa Massive Sand 9,282 – 9,610 
Injection Interval* Washita-Fredericksburg 9,799 – 10,035 

 all depths are approximate and are referenced to Well No. 3 (MSI1001) Dual Induction/Laterolog 
geophysical well log 

Regulatory Units in Well No. 4 
Regulatory Unit Geologic Formation Depth (feet) 

Confining Zone* Midway Group and Selma Formation 6,158 – 7,998 
Injection Zone* Eutaw, Tuscaloosa, Washita-Fredericksburg 7,998 – 9,982 
Injection Interval* Tuscaloosa Massive Sand 9,282 – 9,610 
Injection Interval* Washita-Fredericksburg 9,752 – 9,982 

 all depths are approximate and are referenced to Well No. 4 (MSI1001) Dual Induction/Laterolog 
geophysical well log 

 
Regulatory Units in Well No. 5 

Regulatory Unit Geologic Formation Depth (feet) 
Confining Zone* Midway Group and Selma Formation 6,130 – 8,003 
Injection Zone* Eutaw, Tuscaloosa, Washita-Fredericksburg 8,003 – 10,043 
Injection Interval* Tuscaloosa Massive Sand 9,282 – 9,610 
Injection Interval* Washita-Fredericksburg 9,744 – 9,995 

 all depths are approximate and are referenced to Well No. 5 (MSI1001) Dual Induction/Density-Neutron 
geophysical well log 

 
Regulatory Units in Well No. 6 (Construction Pending) 

Regulatory Unit Geologic Formation Depth (feet) 
Confining Zone* Midway Group and Selma Formation 6,130 – 8,003 
Injection Zone* Eutaw, Tuscaloosa, Washita-Fredericksburg 8,003 – 10,043 
Injection Interval* Tuscaloosa Massive Sand 9,282 – 9,610 
Injection Interval* Washita-Fredericksburg 9,744 – 9,995 

 all depths are approximate are referenced to Well No. 5 (MSI1001) Dual Induction/Density-Neutron 
geophysical well log 
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Regulatory Units at Proposed Location of Well No. 7 

Regulatory Unit Geologic Formation Depth (feet) 
Confining Zone* Midway Group and Selma Formation 6,130 – 8,003 
Injection Zone* Eutaw, Tuscaloosa, Washita-Fredericksburg 8,003 – 10,043 
Injection Interval* Tuscaloosa Massive Sand 9,282 – 9,610 
Injection Interval* Washita-Fredericksburg 9,744 – 9,995 

 all depths are approximate are referenced to Well No. 5 (MSI1001) Dual Induction/Density-Neutron 
geophysical well log 

 
Although the Chemours well(s) may inject into varying sand horizons within each Injection 
Interval, the modeling scenario employed in this demonstration was designed to 
conservatively represent waste migration and reservoir pressurization for the collective net 
sand within each Injection Interval.  The lateral migration models (light density and heavy 
density waste) and pressurization model assumes a reservoir with a conservative reservoir 
thickness, and an appropriate reservoir permeability for the given scenario.  
This demonstration considers disposal into the authorized Injection Interval at a cumulative 
injection rate (future) of 2,200 gallons per minute (gpm).  The historical volume injected 
into each individual well was input at each individual well location for each year of 
operation from the time each well was originally placed in service until December 31, 
2015.  Future injection at the maximum cumulative injection rate (Washita-Fredericksburg 
Injection Interval) commences on January 1, 2016 and ceases on December 31, 2050. 
 
Regional structural information was incorporated into the lateral transport models (variable 
structure, variable net sand thickness) to address the possibility of “up-dip” or “down-dip” 
movement of injected wastes.  The transport models include the effects of advection, 
dispersion and molecular diffusion.  The average historical injectate density was 
incorporated into the Injection Interval pressurization model.  The minimum injectate 
density was incorporated into the low-density injectate lateral transport model and the 
vertical transport model to maximize up-dip and vertical movement during a 10,000-year 
operational period.  The maximum injectate density was incorporated into the high-density 
injectate lateral transport model to maximize down-dip movement during a 10,000-year 
post operational period.  Formation structural information was not incorporated into the 
vertical transport model, thereby maximizing the upward driving forces of pressure buildup 
and buoyancy at the point of maximum concentration (wellbore). 
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3.2.1  Geologic and Hydrologic Model Assumptions 
Several hydrologic and geologic assumptions were made in the modeling portion of this 
petition.  General assumptions required for both the lateral SWIFT and vertical models are: 
1) Darcy's law is valid, i.e. ground water flow is laminar; 2) the porous medium is fully 
saturated and confined; 3) hydrodynamic dispersion can be described as a Fickian process; 
4) the initial model concentration is zero; 5) the injected and formation fluids are miscible 
and no reactions between waste constituents or between waste and formation or formation 
fluids occur; and 6) the waste movement is modeled by considering the movement of a 
single conservative species, i.e., no sorption or decay of the waste occurs.  Specific 
assumptions pertaining to each model is detailed in the appropriate following section. 
 

3.2.2  Modeled Concentration Reduction 
In Section 3.2 of the petition approved in May 2000, the fractional concentration reductions 
required for the various “Appendix VIII” constituents in the injection waste to meet health-
based standards were determined.  These fractional concentration reductions (also referred 
to in the present text as concentration reduction factor or C/Co) are defined simply as the 
health-based standard values (or detection limits) (expressed as C in this discussion) 
divided by the concentrations in the waste stream (expressed as Co in this discussion).  The 
calculated concentration reduction factor for constituents requiring great reductions were 
chromium (Cr) and lead (Pb).  The largest calculated concentration factor necessary to 
reach the health-based limit or detection limit is for lead (based on the maximum assumed 
concentration in the injected waste stream) and is 1.0 x 10- 8.  As a further conservative 
approach, a theoretical “worst-case” constituent was modeled to represent yet unidentified 
constituents.  Use of a more conservative concentration reduction factor of 1.0 x 10- 9 was 
employed for a theoretical “worst-case” constituent to ensure that maximum diffusion 
distances where calculated for the waste stream at the DeLisle Plant.  This demonstration 
utilizes a concentration reduction factor of 1.0 x 10- 9 for 1) all lateral migration models for 
the Washita-Fredericksburg Injection Interval and the Tuscaloosa Massive Sand; 2) all 
vertical migration calculations of movement through formation matrix above the Washita-
Fredericksburg Injection Interval and the Tuscaloosa Massive Sand and 3) vertical 
migration calculations of movement through mud-filled boreholes which penetrate the 
Washita-Fredericksburg Injection Interval.  Vertical migration calculations of movement 
through mud-filled boreholes which penetrate the Tuscaloosa Massive Sand employ the 
actual concentration reduction factor of 1.0 x 10- 8.   
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3.2.3 Boundary Conditions 
For lateral migration modeling, the Injection Interval is assumed to be open on all sides to 
maximize plume dimensions.  This is accomplished by imposing transmissive Carter-Tracy 
boundaries on the lateral sides using the same transmissivities and porosity-thickness 
values that are used along the side grid blocks of the model.   
 
The “top” and “bottom” of the Injection Interval in the lateral model are non-transmissive 
with the assignment of zero hydraulic conductivity in the z-direction, thus confining waste 
movement and Injection Interval pressurization within the modeled Injection Interval layer.  
This is a conservative condition since no waste transmission or pressure leakoff to the 
remaining injection reservoir can occur, thereby maximizing waste movement and pressure 
buildup within the Injection Interval. 
 
The top of the vertical model is placed at the top of the Injection Zone at 7,998 feet KB in 
Well No. 4.  The transport model is 1-dimensional with no transverse component of 
movement (hydraulic conductivity or dispersivity), thereby maximizing vertical 
movement.  Boundary conditions are not relevant for the vertical model calculations.  
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3.3 Model Input Parameters 
The key parameters used in the lateral, pressure and vertical models are summarized in 
Table 3-1.  The parameters employed in these models have been selected to result in 
maximum Injection Interval pressurization and waste transport distances.  Some additional 
discussion is given below for parameters of particular importance. 
 

3.3.1  Injection Interval Depth, Structure and Thickness 
For purposes of the following discussion, and within various other sections of this 
document, it is necessary to establish a reference depth for various model input parameters.  
Well No. 4 is located in the approximate center of the group of the DeLisle injection wells 
and depths of interest (reference depth) are stated relative to this well.   
 
The top of the Washita-Fredericksburg Injection Interval is present at a depth of about 
9,810 feet subsea in Well No. 4.  A depth of 9,888.6 feet subsea (approximate depth to top 
of Injection Interval plus 50 percent of NET sand thickness [160 feet/2] at well location) 
was chosen as the reference depth for the depth specific SWIFT model parameters for the 
Washita-Fredericksburg.   
 
The top of the Tuscaloosa Massive Sand is present at a depth of about 9,413 feet subsea in 
Well No. 4.  A depth of 9,511.6 feet subsea (approximate depth to top of Tuscaloosa 
Massive Sand plus 50 percent of the approximate NET sand thickness [200 feet/2] at well 
location) was chosen as the reference depth for the depth specific SWIFT model parameters 
for the Tuscaloosa Massive Sand.   
 
Figure 3-1 is portion of a composite electric log that illustrates the electric log signature 
across this portion of the Injection Interval at the Chemours facility location.  Both the 
Washita-Fredericksburg Injection Interval and Tuscaloosa Massive Sand are highlighted 
on Figure 3-1. 
 
Each light-density waste and high-density waste lateral migration model and each reservoir 
pressurization model incorporates the structure on top of the Injection Interval (Washita-
Fredericksburg and Tuscaloosa Massive Sand).  Collectively, the lateral migration models 
and reservoir pressurization models are referred to as SWIFT models.  The structural 
information used in the modeling is based on the regional and local geologic area of review 
at the Chemours facility, as discussed in Section 2.0.   
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Each SWIFT model also incorporates the variable NET SAND thickness of the modeled 
sand interval.  Plate 3-2 is an isopach map of the Washita-Fredericksburg.  The NET SAND 
thickness is about 80 percent of the total isopach thickness.  As an example, the isopach 
thickness at Well No. 2 is about 190 feet and net sand thickness at Well No. 2 is about 152 
feet. 
 
Plate 3-4 is an isopach map of the Tuscaloosa Massive Sand.  The NET SAND thickness 
is about 77 percent of the total isopach thickness of the Tuscaloosa Massive Sand.  The 
isopach thickness of the Tuscaloosa Massive Sand at Well No. 2 is about 255 feet and net 
sand thickness at Well No. 2 is about 196 feet.   
 
For the vertical migration model, all transport is directed upward from the top of the 
Injection Zone at depth of 7,998 feet KB (7,968 feet MSL) in Well 4.  This depth serves as 
a reference depth, and upward vertical migration distances can be applied to each 
individual well location.  The transport model is 1-dimensional with no transverse 
component of movement, thereby maximizing vertical movement. 
 
Reference Depth:  The SWIFT model requires the input of an arbitrary depth for setting up 
initial conditions measured relative to the reference plane.  The depth to the center of the 
permitted Injection Interval (Washita-Fredericksburg) in the reservoir modeling is placed 
at 9,888.6 feet MSL (Well No. 4).  The depth to the center of the Tuscaloosa Massive Sand 
in the reservoir modeling is placed at 9,511.6 feet MSL (Well No. 4). 
 

3.3.2  SWIFT Hydraulic Conductivity and Permeability 
The hydraulic conductivity and permeability employed in the SWIFT models was selected 
based on analyses of fall-off testing performed on Chemours injection wells.  Core data 
derived from analyzing cores collected from the Injection Interval were also considered 
when deriving conductivity and permeability values of the Injection Interval. 
 
Washita-Fredericksburg Injection Interval:  Whole and sidewall cores of the Washita-
Fredericksburg injection sand were taken in Monitoring Well No. 1 (Appendix 2-28).  
Whole cores were obtained from Well No. 2 (Appendix 2-29),  but only side-wall cores 
were obtained from Well No. 4 (Appendix 2-33), and Well No. 5 (Appendix 2-34).  The 
average air permeability of the cores from Monitoring Well No. 1 was 405 milliDarcies 
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(mD), with a range from a low of 22.8 mD to a high of 953 mD.  The range of permeability 
from Well No. 2 was from 36 to 1,152 mD, with 86 samples analyzed.  The average 
permeability of all samples was 336mD.  The range of permeability for samples from Well 
No. 4 is 12 to 810 mD, with 34 samples analyzed.  The average permeability of all samples 
is 363 mD.  The cores from Well No. 5 offered additional corroboration of the permeability 
values.  The range of permeability in the samples was from 50 mD to 1,000 mD, with an 
average value of 350 mD. 
 
In December 1992, comprehensive interference and step rate/pulse tests were conducted 
over a 14-day period on Well Nos. 2, 3, and 4, with Monitor Well No. 1 used as the 
observing well.  Evidence of pressure communication among the injection wells and 
Monitor Well No. 1 was indicated by observing the correspondence between downhole 
pressure and injection well flow rate changes as a function of time.  A direct correlation 
exists with the injection rate changes in the wells and observed downhole pressure changes 
at all of the injection wells and at Monitor Well No. 1.  When injection into one well is 
initiated, its pressure and rate effects are quickly observed at the adjacent offset wells, and 
conversely, the effect of turning one well off can be directly indicated in the response at 
the offset wells.  Results of the testing indicate that all of the individual wells tested are in 
pressure communication, with Monitor Well No. 1 directly observing the pressure effects 
from the injection well field injection rate changes.  This conclusion confirms that all wells 
are in communication, with the formation open throughout all of the downhole well 
completions.  The effective permeability, as derived from inter-well transmissivity analysis 
and type curve solutions from the comprehensive testing, averages 330 mD (Appendix 3-
1). 
 
In addition to the comprehensive well-to-well testing in December 1992, annual injection 
and falloff testing has been performed on the injection wells.  Well No. 3 was tested in 
April 2015.  Transient analysis of the April 2015 test in Well No. 3 results in a calculated 
transmissibility of 161,029 mD-feet/centiPoise, which is equivalent to an effective 
permeability of 423 mD in the Washita-Fredericksburg Injection Interval.  Since 1997, the 
annual testing has rotated sequentially through the injection well field.  Prior to 1997, either 
Well No. 4 or Well No. 5 was the tested well, with exceptions when those wells were 
undergoing repair.  Table 3-2 is a summary of the Washita-Fredericksburg reservoir test 
results.  Based on the results of single well reservoir tests, inter-well transmissivity 
analysis, type curve solutions and core data, the average permeability of the Washita-
Fredericksburg Injection Interval is approximately 210 mD. 
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To estimate pressure buildup, a permeability of 210 mD is used in the SWIFT 
pressurization model for the Washita-Fredericksburg Injection Interval.  To be 
conservative in the prediction of waste plume migration, a permeability of 500 mD is used 
in the SWIFT lateral migration models.   
 
Using model inputs of 160 feet for thickness, 0.405 centiPoise (cP) for fluid viscosity in 
the Injection Interval, and a permeability value of 210 mD, the derived transmissibility is 
82,963 mD-ft/cP.  This value of transmissibility is utilized in calculating the reservoir 
pressure buildup in the Washita-Fredericksburg Injection Interval to estimate pressure 
buildup during the operational timeframe of the wells.  Using model inputs of 160 feet for 
thickness, 0.405 cP for fluid viscosity in the Washita-Fredericksburg Injection Interval, 
and a permeability value of 500 mD, the derived transmissibility is 197,531 mD-ft/cP.  
This value of transmissibility is utilized in calculating the post-operational plume migration 
in the Washita-Fredericksburg Injection Interval to maximize transport during the 10,000-
year modeling timeframe.   
 
The formation hydraulic conductivity used in the SWIFT pressurization model of the 
Washita-Fredericksburg Injection Interval was 1.561 ft/day, based on a flow capacity of 
33,600 mD-ft, formation fluid density of 68.49 lb/ft3, formation fluid viscosity of 0.405 cP 
and a receiving interval thickness of 160 feet. 
 
The formation hydraulic conductivity used in the SWIFT lateral transport model for the 
Washita-Fredericksburg Injection Interval was 3.716 ft/day, based on a flow capacity of 
80,000 mD-ft, formation fluid density of 68.49 lb/ft3, formation fluid viscosity of 0.405 cP 
and a receiving interval thickness of 160 feet. 
 
Tuscaloosa Massive Sand:  Whole and sidewall cores of the Tuscaloosa Massive Sand 
injection sand were taken in Monitoring Well No. 1 (Appendix 2-28).  Whole cores were 
also obtained from Well No. 2 (Appendix 2-29).  Only sidewall cores were obtained from 
Well No. 4 (Appendix 2-33) and Well No. 5 (Appendix 2-34).  The average permeability 
of the cores from Monitoring Well No. 1 was 139.4 mD, with a range from a low of 13.7 
mD to a high of 339 mD.  A total of 21 samples were analyzed.  The core results from Well 
No. 2 show an average permeability of approximately 419 mD.  The range of permeability 
from Well No. 2 was from 95.6 to 782 mD, with 10 samples analyzed.  The range of 
permeability for samples from Well No. 4 is 153 to 395 mD, with 5 samples analyzed.  The 
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average permeability of all samples is 272 mD.  The cores from Well No. 5 offered 
additional corroboration of the permeability values.  The range of air permeability in the 
samples was from 81.1 mD to 6,665 mD, with an average value of 2,100 mD.  As a rule of 
thumb, liquid permeability is about 65 percent of air permeability from 100 mD to 500 mD.  
Applying this approximate correction suggests the average liquid permeability for core 
samples from Well No. 5 is about 1,365 mD. 
 
To calculate pressure buildup, a permeability of 450 mD is used in the SWIFT 
pressurization model for the Tuscaloosa Massive Sand.  To be conservative in the 
prediction of waste plume migration, a permeability of 750 mD is used in the SWIFT lateral 
migration models.   
 
Using model inputs of 200 feet for thickness, 0.418 cP for fluid viscosity in the Injection 
Interval, and a permeability value of 450 mD, the derived transmissibility is 215,311 mD-
ft/cP.  This value of transmissibility is utilized in calculating the reservoir pressure buildup 
in the Tuscaloosa Massive Sand to estimate pressure buildup during the operational 
timeframe of the wells.  Using model inputs of 200 feet for thickness, 0.418 cP for fluid 
viscosity in the Tuscaloosa Massive Sand, and a permeability value of 750 mD, the derived 
transmissibility is 358,852 mD-ft/cP.  This value of transmissibility is utilized in 
calculating the post-operational plume migration in the Tuscaloosa Massive Sand to 
maximize transport during the 10,000-year modeling timeframe.   
 
The formation hydraulic conductivity used in the SWIFT pressurization model of the 
Tuscaloosa Massive Sand was 3.243 ft/day, based on a flow capacity of 90,000 mD-ft, 
formation fluid density of 68.55 lb/ft3, formation fluid viscosity of 0.418 cP and a receiving 
interval thickness of 200 feet. 
 
The formation hydraulic conductivity used in the SWIFT lateral transport model for the 
Tuscaloosa Massive Sand was 5.405 ft/day, based on a flow capacity of 150,000 mD-ft, 
formation fluid density of 68.55 lb/ft3, formation fluid viscosity of 0.418 cP and a receiving 
interval thickness of 200 feet. 
 
Vertical Model Hydraulic Conductivity 

The values of shale layer permeabilities specified as inputs in the vertical modeling 
calculations were determined from direct measurements on core samples obtained in 
Monitor Well No. 1, and from a correlation developed by Porter and Newsom (1987) 
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giving the upper limits of shale permeabilities for the Gulf Coast region.  The Porter and 
Newsom (1987) study is included in Appendix 3-2.   
 
Porter and Newsom (1987) conducted a literature investigation to evaluate information 
available on the permeability and porosity of Gulf Coast clays and shales.  In this study, 
they developed a relationship for determining a reasonable worst-case upper bound to shale 
permeability as a function of depth below ground level for use in conservatively predicting 
vertical waste permeation into the shale aquitard layer overlying an injection interval.  The 
Porter/Newsom relationship is consistent with the body of experimental data on shale 
permeabilities discussed above for the region in proximity to the DeLisle Plant.   
 
The shale permeabilities of the layers involved in containment of waste were determined 
from vertical permeability tests performed on shale cores obtained in Monitor Well No. 1. 
Permeability was measured from samples of Tuscaloosa and Washita-Fredericksburg 
shales.  The highest permeability measured was approximately 6.2 x 10-8 Darcies (Vesic, 
1974).  Additional permeability measurements were made from samples recovered from 
Injection Well No. 5, and corroborate this value. 
 
In the vertical migration model the shale overlying and underlying the Washita-
Fredericksburg Injection Interval is assigned a conservative upper bound permeability of 
6.2 x 10-8 Darcies (6.2 x 10-5 mD).  This permeability value is equal to the upper bound 
value from the site-specific whole core data.  Therefore, its use in the vertical transport 
modeling will result in an overestimate of vertical permeation of injectate and formation 
brine during the operational and post-operational period. 
 
Based on the data included in the previous paragraphs, the value of 6.2 x 10-5 mD is 
assigned as the vertical shale intrinsic permeability in the containment interval.  This value 
was converted to a hydraulic conductivity using the light density injectate at reservoir 
conditions in the Washita-Fredericksburg Injection Interval (viscosity of 0.231 and a 
density of 62.43 lb/ft3. 
 

 
μ

gkKz


 

 g = injectate fluid specific weight (density) = 62.43 lb/ft3 
 = injectate fluid viscosity = 0.231 cP (at reservoir temperature) 
k = shale intrinsic permeability = 6.2 x 10-5 mD 
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Therefore: 
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 Kz = 7.36 x 10-7 ft/day 
 

The formation hydraulic conductivity used in the vertical migration model is 7.36 x 10-7 
ft/day.  The vertical hydraulic conductivity of the containment interval is assumed 
homogeneous (no variation in permeability along the vertical path).  Additionally, since 
the vertical model is one-dimensional (vertically upward), the hydraulic conductivity is 
assumed to be isotropic.  
 

3.3.3  SWIFT Model Reference Pressure and Fluid Gradients 
An initial formation pressure at a specific reference depth is used as the reference point for 
the operational period pressure models.  As such, they only indirectly affect the post-
operational modeling performed in this application.  Pressures used in this document have 
been referenced to mean sea level.  Often, the zero-measurement reference is listed on the 
historic static gradient survey reports, which make corrections to ground level straightforward.  
Many times, however, there is no reported zero value for the measurement (report sections 
left blank).  Uncertainty in the zero-measurement reference introduces error in the overall 
computed static bottom-hole value at the sand reference depth.  This is on the order of 4 to 6 
pounds per square inch (psi) for the range of fluid gradients and known zero reference 
elevations above ground level used for the wells.  Maximum uncertainty is likely less than 10 
psi, which is relatively small in comparison to the measured bottom-hole pressures. 
 
The original formation pressure of the injection sand is not a direct input to the models, but is 
necessary for model pressure calibration and evaluation.  During pressure calibration, 
historical measured formation pressures are compared with model predicted formation 
pressures.  The modeled formation pressures are expressed only as the incremental increase 
in pressure over original formation pressure. Therefore, a valid approximation of the original 
formation pressure for the injection sand is essential.  A record of historical wellhead pressures 
from Monitoring Well No. 1 is present in Table 3-3, which were also used to survey the 
integrity of the original and historical formation pressure measurements (pre-injection 
period). 
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The initial estimate of the original formation pressure for the Washita-Fredericksburg 
Injection Interval is derived from a 1974 drill stem test measurement in Monitoring Well No. 
1 (Halliburton, 1974d).  The measured final shut in pressure was 4,626 psi at a depth of 9,893 
feet BGL, which is equal to a gradient of 0.467 psi/ft.  Correcting this value to the midpoint 
of the Washita-Fredericksburg Injection Interval (9,850 feet BGL), using the above gradient, 
the original formation pressure based on the drill stem test is equal to 4,606 psi (see Table 3-
3).  However, based on subsequent well testing and static bottom-hole pressure measurements, 
it appears that this value may be too high.  Figure 3-2 presents the historically calculated 
bottom-hole shut-in pressures in Monitor Well No. 1 and the injection wells with time. 
 
Testing from the comprehensive reservoir testing program in 1992 yielded a stabilized 
bottom-hole pressure value of 4,516 psi at a depth of 9,760 feet, which when referenced to 
the sand midpoint at 9,850 feet, is equal to a pressure of 4,558 psi.  This offers documentation 
that the true original formation pressure is nearer to this value than indicated from the drill 
stem test data.  Recent bottom-hole pressure measurements and reservoir tests conducted on 
Well Nos. 2, 3, 4, and 5 also demonstrate that the measured original formation pressure from 
the 1974 drill stem test is probably inappropriate.  The measured pressure in Well No. 4 (while 
Well No. 2 was shut-in) was 4,537 psia or 4,523 psi at a depth of 9,750 feet BGL (Gulf Coast 
Well Analysis, 1989).  This equates to a pressure gradient of 0.4639 psi/ft.  The pressure 
corrected to the midpoint of the injection sand (9,850 feet) is equal to 4,568 psi.  Since this 
measured pressure, after years of injection (4,568 psi), is lower than the estimated original 
formation pressure from the 1974 drill stem test, it can be concluded that the drill stem test 
pressure is incorrect. 
 
Tables 3-4, 3-5, and 3-6 present historical bottom-hole pressure measurements recorded from 
all the wells on site.  Figure 3-3 is a graph of formation pressures measured from historical 
pressure tests with depth obtained during drilling or recompletion of the site wells.  Figure 3-
4 presents this data as gradients plotted versus depth.  Slightly different slopes are apparent 
within the scatter trend of the distributed data.  The data indicates a common trend between 
the overlying Tuscaloosa Formation and the Washita-Fredericksburg Injection Interval.  From 
these relationships, a detailed evaluation/screening of the data indicates that the estimated 
original formation pressure of the Washita-Fredericksburg Injection Interval used in the 
model should be approximately 4,555 psi at a depth of 9,850 feet BGL, which is equal to a 
gradient of 0.4624 psi/ft.  This formation pressure is supported by the data and derived from 
the calibration of the pressure model with the recent pressure measurements in the wells.  This 
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represents a reasonable value based on site specific DeLisle Plant data, which has been 
evaluated for its integrity. 
 
Reference Pressure:  The SWIFT model requires a reference pressure at which the densities 
(reservoir fluid and injected fluid) are to be entered.  The SWIFT model reference pressures 
where calculated at the approximate grid block center of Well No. 4.  The SWIFT model 
reference pressure for the Washita-Fredericksburg Injection Interval is 4,580.7 psi at the 
grid block center depth of 9,888.6 feet MSL.  The SWIFT model reference pressure for the 
Tuscaloosa Massive Sand is 4,406.4 psi at the grid block center depth of 9,511.6 feet MSL.  
NOTE:  The reference pressure estimated for the Tuscaloosa Massive Sand was calculated 
using the original formation pressure of the Washita-Fredericksburg (4,555 psi at 9,850 
feet BGL) and correcting for depth using a fluid gradient of 0.4624 psi/ft. 
 
Reference Pressure:  The SWIFT model requires an initial pressure at depth in the model.  
The SWIFT model initial pressure (approximate Well No. 4 grid block center) for the 
Washita-Fredericksburg Injection Interval is 4,580.7 psi at the grid block center depth of 
9,888.6 feet MSL.  The SWIFT model initial pressure (approximate Well No. 4 grid block 
center) for the Tuscaloosa Massive Sand is 4,406.4 psi at the grid block center depth of 
9,511.6 feet MSL. 
 
Bottom-Hole Pressure (Grid Block Center):  For the SWIFT models included in this 
demonstration, the bottom-hole pressure at the center of the grid block in which each well is 
located was calculated and input in the model.  
 

3.3.4  Bottom-Hole Temperature 
Knowledge of formation temperature and total dissolved solids (TDS) concentrations is 
necessary to predict fluid viscosities and densities at depth.  Figure 3-5 shows a plot and 
distribution of measured bottom-hole logging temperatures at the DeLisle Plant as a function 
of depth.  This data was obtained from the five geophysical well logs of the injection wells 
and Monitor Well No. 1 (all wells present within the Area of Review).  Recorded bottom-hole 
temperature data, and information from drill stem testing of the Washita-Fredericksburg and 
other overlying and shallower formations were also compiled from Monitor Well No. 1.  
These data have been used in the present calculations to establish temperatures at depth. 
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Figure 3-5 also shows a plot of measured temperatures, obtained from drill stem tests in 
Monitoring Well No. 1 (Halliburton, 1974a, 1974b, 1974c, and 1974d) as a function of depth.  
The average mean surface temperature was estimated to be 70°F, and the maximum recorded 
temperature was observed in Monitoring Well No. 1, where a value of 215°F was indicated 
in 1974.  Table 3-7 lists the values used to derive this temperature versus depth plot.  The 
depth interval from approximately 9,000 to 9,600 feet represents the Tuscaloosa Formation 
(Upper, Middle, and Massive Tuscaloosa Sands), while the interval from 9,750 to 10,050 feet 
corresponds to the Washita-Fredericksburg Injection Interval.   
 
In 2005, 2012 and 2016, differential temperature survey logs were run in Monitor Well No. 
1.  These temperature data are accepted as being the best measurement of bottom-hole 
temperature and wellbore temperature gradients.  Figure 3-6 is a plot which shows the 
historical temperature data (Table 3-7) and the temperature data collected from the subject 
temperature logs.  Based on these data, the SWIFT model reference temperatures at depth and 
for the grid block centers were determined. 
 
Reference Temperatures:  The SWIFT model requires a reference temperature for the 
resident-fluid (formation fluid) viscosity and injection fluid viscosity.  The SWIFT model 
reference temperature (Well No. 4 grid block center) for the resident-fluid (formation fluid) 
viscosity and injection fluid viscosity for the Washita-Fredericksburg Injection Interval is 
assumed to be 243.6°F.  The SWIFT model reference temperature (Well No. 4 grid block 
center) for the resident-fluid (formation fluid) viscosity and injection fluid viscosity for the 
Tuscaloosa Massive Sand is 236.4°F. 
 
Initial Temperatures (Reference Depth):  The SWIFT model requires initial temperatures to 
be input relative to the SWIFT model reference plane.  The SWIFT model reference 
temperatures for Washita-Fredericksburg Injection Interval are 228.5°F at 9,100 feet 
subsea and 278.2°F at 11,700 feet subsea.  The SWIFT model reference temperatures for 
Tuscaloosa Massive Sand are 222.8°F at 8,800 feet subsea and 274.4°F at 11,500 feet 
subsea. 
 
Initial Temperatures (Grid Block Center):  The SWIFT model hydraulic conductivity and 
density reference temperature (at Well No. 4 grid block center) for the Washita-
Fredericksburg Injection Interval is assumed to be 243.6°F.  The SWIFT model hydraulic 
conductivity and density reference temperature (at Well No. 4 grid block center) for the 
Tuscaloosa Massive Sand is 236.4°F. 
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Injection Fluid Temperature:  For the SWIFT models included in this demonstration, it is 
assumed that the injection fluid temperature is equivalent to the initial formation temperature 
prior to injection.  This is reasonable given the SWIFT modeling timeframe of up to 10,000 
years.  The SWIFT model injection fluid temperature for the Washita-Fredericksburg 
Injection Interval is assumed to be 243.6°F.  The SWIFT model injection fluid temperature 
for the Tuscaloosa Massive Sand is 236.4°F. 
 

3.3.5  Porosity 
Porosity is defined as the ratio of void space in a given volume of rock to the total bulk 
volume of rock expressed as a percentage (Amyx et al., 1960).  The more porous a rock, 
the more fluid can be stored in a given rock volume.   
 
Average values of reservoir porosities for the various sand layers in the stratigraphic 
column have been derived from core data obtained from Monitoring Well No. 1 and Well 
Nos. 2, 4, and 5.  Average porosities for sand layers with no core data available were 
estimated from nearby sands which have core data analyzed. 
 
The porosity of the Washita-Fredericksburg Injection Interval was determined from the 
average of all core measurements from Monitoring Well No. 1 and Well Nos. 2, 4, and 5.  
The calculated average porosity of the Washita-Fredericksburg Injection Interval in all of 
the wells is 24 percent.  The average porosities from cores from each well are 23.6, 23.9, 
22.3, and 23.9 percent, respectively, for Monitoring Well No. 1 and Well Nos. 2, 4, and 5. 
These data are corroborated from the open hole geophysical well logs in each of the wells. 
 
The porosity of the Tuscaloosa Massive Sand was also determined from the average of all 
core measurements from Monitoring Well No. 1 and Well Nos. 2, 4, and 5.  The calculated 
average porosity of the Tuscaloosa in all of the wells is 25 percent.  The average porosities 
from cores from each well are 23.6, 24.1, 26.0, and 24.0 percent, respectively, for 
Monitoring Well No. 1 and Well Nos. 2, 4, and 5.  These data were corroborated from the 
open hole geophysical well logs in each of the wells. 
 
The results derived from the flow and containment modeling calculations are, to a large 
degree, not particularly sensitive to the values employed for the sand layer porosities.  Only 
the results from the lateral waste transport models (i.e., the SWIFT lateral migration model 
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for operational injection period and the SWIFT 10,000-Year Waste Plume Model for long-
term post-injection) show mild sensitivities to assigned injection interval sand porosities.  
The predicted lateral extent of a waste plume during active injection varies roughly in 
inverse proportion to the square root of sand porosity.  Therefore, a decrease in porosity 
from 0.30 to 0.25 would result in an increase in the extent of a one-mile plume (radius) by 
about 0.1 mile.  The extent of lateral waste drift during the 10,000-year period following 
injection is inversely proportional to the porosity.  Therefore, the long term model is 
somewhat more sensitive to the assigned porosity value. 
 
Predictions of injection sand pressure buildup from the SWIFT Pressure Models are only 
slightly influenced by the value employed for the porosity of the injection interval.  
Predictions of vertical waste permeation into the shale layer overlying the injection interval 
from the Vertical Permeation Model and predictions of the extent of molecular diffusion 
into the overlying shale layer are completely independent of injection sand porosities. 
 
The porosity used in the SWIFT pressurization model and SWIFT lateral transport 
model of the Tuscaloosa Massive Sand was 24 percent. 
 
The porosity used in the SWIFT lateral transport model and SWIFT lateral transport 
model for the Tuscaloosa Massive Sand was 25 percent. 
 
Porosities of Shale Layers:  The shale or aquiclude layer porosities were determined from 
the correlations developed for Gulf Coast shales presented in Porter and Newsome (1987) 
and Amyx et al. (1960).  In performing modeling calculations to predict an upper bound to 
the vertical distance of formation fluid and waste permeation due to pressure buildup, it is 
conservative to employ a lower bound to the aquiclude layer porosity, as the extent of 
permeation is inversely proportional to the aquiclude layer porosity.  The “effective” shale 
porosity, which discounts the bound water within the clay structure as well as water 
contained in dead-end pores, represents an appropriate choice of a porosity value for such 
a calculation.  The data contained in Porter and Newsome (1987) (see Appendix 3-2) 
indicate that an effective porosity of five (5) percent represents a conservative lower bound 
value for operational vertical transport modeling.  This value is employed in the Vertical 
Permeation Model. 
 
In contrast to the vertical permeation calculation, the extent of vertical molecular diffusion 
of a contaminant species through the aquiclude layers overlying the Injection Interval is 
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proportional to the aquiclude layer porosity, increasing roughly in direct proportion to the 
layer porosity.  Therefore, in calculations to predict a conservative upper bound to vertical 
diffusion distance, a reasonable upper limit to porosity, such as total shale porosity, should 
be used.  The total porosity of the shale overlying the injection interval at the DeLisle Plant 
was established using a relationship for Louisiana sediments developed by Dickinson 
(1953) (see Appendix 3-2).  This relationship is based on a considerable body of 
observational data and provides an upper bound to the total porosity of onshore Louisiana 
shales as a function of depth. Conditions at the DeLisle site are similar to those of coastal 
Louisiana, and the same relationship is expected.  The Dickinson porosity-depth 
relationship predicts higher porosity values than other similar correlations derived for 
Louisiana sediments by various investigators (Schmidt, 1973).  Based on the Dickinson 
relationship, the value of total porosity employed in the present predictions of molecular 
diffusion into the shale layer overlying the Injection Interval is 20 percent. 
 

3.3.6  Tortuosity (τ) and Geometric Correction Factor (G) 
The tortuosity factor () is expressed as the square of the actual length of a flow path (which 
is sinuous in nature) divided by the straight-line distance between the ends of the flow path.  
Daniel & Shackleford (1988) report tortuosities varying from 0.01 in a clay matrix to 0.84 
in a 100 percent sand matrix.  These data suggest that  (dimensionless) is approximately 
equal to the porosity value of the given matrix.  Therefore, for the Washita-Fredericksburg 
Injection Interval sand porosity of 24 percent (0.24), the tortuosity is estimated to be 0.24 
(dimensionless).  For the Tuscaloosa Massive Sand porosity of 25 percent (0.25), the 
tortuosity is estimated to be 0.25 (dimensionless).  The Confining Zone and Containment 
Interval shale porosity is estimated to be no more than 20 percent (0.20) and the tortuosity 
is estimated to be 0.20 (dimensionless).   
 
Miller (1989) indicates that tortuosity is the reciprocal of the geometric correction factor 
(G) which itself is equal to (shale porosity)2 or (consolidated sandstone porosity)0.3 or 
(unconsolidated sandstone porosity)0.8 as upper bounds.  The Washita-Fredericksburg 
Injection Interval sand porosity is estimated to be 24 percent as determined from whole 
and sidewall core collected the DeLisle Plant monitoring and injection wells.  The 
Tuscaloosa Massive Sand porosity is estimated to be 25 percent as determined from whole 
and sidewall core collected the DeLisle Plant monitoring and injection wells.  The 
Confining Zone and Containment Interval shale porosity is estimated to be no more than 
20 percent.  The geometric correction factor (G) was calculated to be 0.320 for the Washita-
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Fredericksburg Injection Interval sands, and 0.330 for the Tuscaloosa Massive Sand.  In 
the vertical transport model, G was estimated to be 0.003 for confining interval shale with 
a porosity of five (5) percent and 0.040 for a confining interval shale with a porosity of 20 
percent. 
 

3.3.7  Reservoir Dip Angle 
The SWIFT models used to simulate lateral plume movement for the light density waste 
plume movement, heavy density waste plume movement and reservoir pressure buildup 
employ a variable structure concept.  Each grid block is set at a depth within the SWIFT model 
to closely match the mapped geologic structure on the subject structure map (top of Washita-
Fredericksburg formation or top of Tuscaloosa Massive Sand formation).  The structure depth 
mapped on the top of the subject formation was then adjusted to the appropriate depth to 
simulate lateral migration within either the Washita-Fredericksburg Injection Interval or 
Tuscaloosa Massive Sand. 
 

3.3.8  Longitudinal and Transverse Dispersivity 
In general, increasing plume migration distance equates to greater dispersion and, 
therefore, higher dispersivities.  However, higher dispersivities allow the moving plume to 
spread out more (becoming more diffuse), which results in less transport.  The longitudinal 
and transverse dispersivities used in the Chemours facility models are given in Table 3-1.  
In the SWIFT lateral migration and reservoir pressurization models, the two separate 
component axes that control plume movement are the longitudinal and transverse 
dispersivity values.  The value specified for the field scale longitudinal dispersivity αL 
within the injection sand is 50 feet.  This selection was based on information on 
longitudinal (lateral) dispersivities for similar sand layers as presented in Walton (1985) 
and Anderson (1984).  According to Walton (1985), the transverse dispersivity αT is 
commonly five to 10 times smaller than the longitudinal or lateral dispersivity.  In the 
subject SWIFT models, a value of five (5) feet has been employed as the value of the lateral 
dispersivity to maintain this conservative relationship derived from the literature. 
 
Dispersivity was not considered in the vertical model for two reasons.  First, the vertical 
transport is modeled conservatively as one-dimensional; no transverse component of 
advection or diffusion was allowed (these would dilute the waste as it moves upward).  The 
result is that the waste movement is maximized.  Second, at the end of the operational 
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period when the Injection Interval pressurization has subsided, it is assumed that there is 
no additional potential for fluid flow in any direction; diffusion is the only transport 
mechanism.  The result is a zero-fluid velocity and therefore, no dispersion, since 
dispersion is the product of the fluid velocity and dispersivity. 
 

3.3.9  Molecular Diffusivity 
The diffusivities in free aqueous solution of these constituents have been determined at a 
maximum temperature of 243.6°F, which would more than cover the temperature of the 
Washita-Fredericksburg Injection Interval sand and shale layer overlying the injection 
sand.  The bulk diffusion coefficient for chromium and lead (key constituents) were 
determined using the Stokes-Einstein equation (Daniel and Shackleford, 1988).  For 
chromium, using the Stokes-Einstein equation: 
 

Dm  =  RT
6  N  r 

 
 

where, 
 

Dm = bulk molecular diffusion coefficient 
R    =   ideal gas constant = 8.314 J-mol / K = 8.314 x 107 cm2-g / (sec2-mol-K) 
N = Avagadro's number = 6.022 x 1023 / mol 
T   =   absolute temperature = 243.6F = 390.7K (Washita-Fredericksburg Injection Interval) 
 = absolute viscosity = 0.405 cP (formation brine at 243.6F) = 0.00405 g / (cm-sec) 
r = ionic radius for chromium valence +6 = 4.4 x 10-9 cm (CRC Handbook of Chemistry and Physics, 88th Ed.) 
 
Substituting the values and solving: 
 

Dm  =  1.61 x 10-4 cm2/sec  = 1.49 x 10-2 ft2/day 
 

The free-water diffusivity for chromium is 1.49 x 10-2 ft2/day in the Washita-
Fredericksburg Injection Interval.  Similarly calculated, the free-water diffusivity for lead 
is 6.99 x 10-3 ft2/day. 
 
Similarly, the free-water diffusivity for chromium is 1.43 x 10-2 ft2/day in the Massive 
Tuscaloosa Sand.  Similarly, the free-water diffusivity for lead is 7.21 x 10-3 ft2/day in the 
Tuscaloosa Massive Sand. 
 
Effective Molecular Diffusivity (Lateral Migration) 

Molecular diffusion is included in SWIFT models to account for transport facilitated by 
the concentration gradient of injected waste.  Molecular diffusion is modeled by 
considering the movement of a conservative electrolyte species in a porous medium.  In 
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SWIFT, the relationship between the effective and free solution (in water) molecular 
diffusivity is: 

nDD 0eff   

where Deff is the effective molecular diffusivity in a porous medium, D0 is the molecular 
diffusivity in water, n is the porosity, and  is the tortuosity. 
 
Effective Molecular Diffusivity (Vertical Migration) 

The effective diffusion coefficient within a water-saturated shale aquitard layer is always 
lower than in free aqueous solution. This is the result of microscopic geometric 
complexities in the pore channels, which make it more difficult for diffusing molecules to 
wind their way through the pores.  Such complexities include pore constrictions, 
tortuosities in diffusion path, and dead-end pores. 
 
For the vertical migration model (analytical, the effective diffusion coefficient in shale 
layer can be predicted (see Appendix 3-3) by multiplying the diffusive value in free 
aqueous solution by a Geometric Correction Factor, G, to account for complexities in the 
pore channel geometry. As discussed in Section 7.3.6, the Geometric Correction Factor G 
is primarily a function of lithology and porosity. 
 
The lithology of the aquitard layer overlying the injection interval has been established 
from the driller’s log, from wireline logs run by well service companies, and from cores 
taken specifically for laboratory analysis.  These techniques all indicate that a great 
preponderance of shale exists within the overlying Washita-Fredericksburg Sand layer (and 
Tuscaloosa Massive Sand layer).  From geophysical logs, the total porosity of the shale 
was determined to be 20 percent, which is a very conservative representation of the 
formation.  Therefore, an upper bound to the Geometric Correction Factor at DeLisle can 
be established as: 

Deff = D0G 

These values apply to the rather extensive portion of the overlying aquitard containing 
shale; and, for consistency, only net shale is included in the present predictions of vertical 
diffusion distance.  This approach provides an additional margin of safety since the thin 
sand stringers and lenses present within the overall very thick shale aquitard also serve to 
retard molecular diffusion. 
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Molecular Diffusion Through Injection Interval (Lateral Migration) 
The SWIFT model requires that bulk molecular diffusion be input as effective molecular 
diffusion coefficient (Deff).  Deff is derived by multiplying the bulk molecular diffusion 
coefficient (of the waste constituent having the highest bulk molecular diffusion coefficient 
(chromium)) by the Injection Interval porosity and the tortuosity.  The Washita-
Fredericksburg Injection Interval sand porosity is 24 percent.  The tortuosity coefficient is 
estimated to be 0.24. 
 
Therefore: 
 

Deff  =  1.49 x 10-4 ft2/day x 0.24 x 0.24 = 8.60 x 10-4 ft2/day 
 
The effective diffusivity for chromium is 8.60 x 10-4 ft2/day in the Washita-Fredericksburg 
Injection Interval.  The effective diffusivity for chromium is 8.95 x 10-4 ft2/day in the 
Tuscaloosa Massive Sand (porosity of 25 percent and tortuosity of 0.25). 
 
Molecular Diffusion Through Containment Interval (Vertical Migration) 
In the vertical transport model (analytical solution), the effective molecular diffusion 
coefficient (Deff) for transport of waste constituents through the overlying containment 
interval (Eutaw, Tuscaloosa Shale) was determined by multiplying the free water diffusion 
coefficient by Containment Interval porosity (0.20) and a geometric correction factory (G) 
of 0.04.  In the vertical transport model, the worst-case constituent movement is associated 
with arsenic. 
 
Therefore: 
 

Deff  =  1.49 x 10-2 ft2/day x 0.20 x 0.04 = 1.19 x 10-4 ft2/day 
 
Molecular diffusion through the containment interval for each of the waste constituents of 
concern was calculated and is presented on Table 3-8.  As stated previously, the waste 
constituent having the farthest vertical movement through the containment interval is 
chromium. 
 
Molecular Diffusion Through a Mud Filled Borehole (Vertical Migration) 
The effective molecular diffusion coefficient (Deff) employed to calculate the movement of 
the waste constituents through a mud-filled borehole was determined by multiplying the 
free water diffusivity for chromium, by a tortuosity value of 0.5 and porosity of 0.9 for the 
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drilling mud.  This tortuosity value is chosen to reflect the tortuosity of the mud column, 
where the clay particles provide a substantial tortuosity effect. 
 
Therefore: 
 

Deff  =  1.49 x 10-2 ft2/day x 0.50 x 0.90= 6.70 x 10-3 ft2/day 
 
Molecular diffusion through a mud filled borehole for each of the waste constituents of 
concern were calculated and are presented on Table 3-8.  The waste constituent having the 
farthest vertical movement in a mud filled borehole is chromium. 
 

3.3.10  Modeled Injection Rates 
Currently, four waste disposal wells are present at the DuPont DeLisle Plant.  These wells 
are Well Nos. 2, 3, 4, and 5.  All the wells are completed in the Washita-Fredericksburg 
Injection Interval.  Monitoring Well No. 1 is also completed in the Washita-Fredericksburg 
Injection Interval, but has never been used as an injection well; its only use has been as a 
monitor well (pressure monitoring).  This application is seeking approval to convert Well 
No. 1 to an injection well.  Figure 3-7 presents the injection volumes for the facility 
monthly through year end 2015.  Figure 3-8 shows the cumulative volume per well.  The 
facility has permitted the construction and operation of a new waste disposal well, Well 
No. 6, which will also be completed into the Washita-Fredericksburg Injection Interval.  
This application is seeking showing the future construction of another well identical to 
Well No. 6 that has not yet been permitted.  Both of these wells will add redundancy to the 
existing well field and each will be built as a high-capacity well, with a maximum 
anticipated rate of 1,200 gpm.  However, the site injection limit will remain as 2,200 gpm 
cumulative between all wells (per Condition No. 2 of the May 5, 2000 exemption).  
Operational model cases considered the following injection rates: 

Model Case Modeled Rate Well Nos. 
Base Rate Case 550 gpm (each well) 2, 3, 4 and 5 

High-Capacity Sensitivity 1,000 gpm 
400 gpm 

5 
2, 3 and 4 

Maximum-Capacity Sensitivity 1,200 gpm 
250 gpm 

6 
2, 3, 4 and 5 

In each model case, the remaining cumulative volume of 2,200 gpm is distributed to the 
other injection wells.  The operating parameters necessary for modeling the site are the 
monthly and yearly injection history for each well which have been recorded and reported 
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to the Mississippi Department of Environmental Quality.  These data are updated through 
year-end 2015, and are presented in Tables 3-9 and 3-10.  Note that the data is presented 
as equivalent injection rates in gallons per minute.  The record of monitoring well pressures 
is used in the pressure comparison of the model and is updated through year end 2015, in 
Table 3-11.  The plant records were the main source of information for the monitoring well 
pressures and injection history. 
 
For all SWIFT modeling for the Washita-Fredericksburg Injection Interval, historical 
injection as it occurred at each well location is input into the model on an average annual 
injection rate value.  For all future injection into the Washita-Fredericksburg Injection 
Interval, injection is at the maximum requested cumulative injection rate (2,200 gpm). 
 
This demonstration also considers injection into an alternative Injection Interval.  The 
alternative Injection Interval is the Tuscaloosa Massive Sand.  For all future injection into 
the Tuscaloosa Massive Sand, injection is at the maximum requested cumulative injection 
rate (2,200 gpm).  Injection operations are assumed to commence on January 1, 2020 and 
cease on December 31, 2050. 
 

3.3.11  Modeled Brine and Injectate Fluid Densities 
Table 3-12 compiles the formation fluid TDS values at the DeLisle Plant.  The TDS value at 
ground level is assumed to be zero, and the value at 2,700 feet below ground level (BGL), 
estimated to be the base of the lowermost USDW, is 10,000 parts per million (ppm).  
Additional data points on the table were derived from drill stem testing and recovery of fluids 
from Monitoring Well No. 1 in 1974, as well as research literature data from the Wilcox 
Formation at 5,900 feet and calculated data from 9,855 feet. 
 
Included in Figure 3-9 are TDS values recovered from Monitoring Well No. 1 taken during 
drill stem tests (Halliburton, 1974a, 1974c).  The analyzed samples contained approximately 
57,000 and 114,000 ppm TDS at approximately 3,900 and 9,400 feet, respectively (Bishop, 
1974).  Formation fluids obtained from a drill stem test in the Washita-Fredericksburg 
Injection Interval were estimated to contain 102,500 ppm NaCl based on resistivity 
(Halliburton, 1974d).  TDS for one sample was estimated to be 155,000 ppm based on the 
NaCl to TDS ratio of the other two formation fluid samples (3,900 and 9,400 feet), and the 
NaCl content of the sample from the injection sand.  In 1994, a formation fluid sample was 
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recovered from the Washita-Fredericksburg Sand during construction of Well 5.  Subsequent 
laboratory analysis indicated a value of 105,000 ppm TDS.   
 
Based on the information plotted and presented on Figure 3-9, the Washita-Fredericksburg 
Injection Interval formation fluid TDS is estimated to be 188,000 mg/L.  This is also accepted 
as a representative value of the TDS of the Tuscaloosa Massive Sand formation fluid.  
Reservoir brine and injected fluid density were calculated for input into the SWIFT model.  
The SWIFT model requires that the fluid densities be entered in pounds per cubic foot (lb/ft3).  
Density data was calculated at reservoir conditions of temperature and pressure. 
 
Reservoir Brine Density 

The Washita-Fredericksburg Injection Interval formation fluid has an estimated TDS 
concentration of 188,000 mg/L.  Using interpolation data developed by Potter, R.W., and 
Brown, D. L., 1977, a formation brine density of 1.097 gm/cm3 (68.49 lb/ft3) was derived 
at reservoir conditions (243.6°F and 4,581 psi).   
 
The Tuscaloosa Massive Sand also has an estimated TDS concentration of 188,000 mg/L.  
Again, using interpolation data developed by Potter, R.W., and Brown, D. L., 1977, a 
formation brine density of 1.098 gm/cm3 (68.55 lb/ft3) was derived at reservoir conditions 
(236.4°F and 4,406 psi).   
 

Light Injectate Fluid Densities 
The low-density injectate (up-dip) waste transport model uses an injectate fluid density of 
62.43 lb/ft3 at reservoir conditions in the Washita-Fredericksburg Injection Interval.  This 
is equivalent to a density of 1.00 g/cm3 at reservoir depth, and a specific gravity of 1.00 at 
reservoir depth.  This is approximately equivalent to a density of 1.04 g/cm3 at SATP, and 
a specific gravity of 1.04 at SATP. 
 
The low-density injectate (up-dip) waste transport model also uses an injectate fluid density 
of 62.43 lb/ft3 at reservoir conditions in the Tuscaloosa Massive Sand.  This is equivalent 
to a density of 1.00 g/cm3 at reservoir depth, and a specific gravity of 1.00 at reservoir 
depth.  This is approximately equivalent to a density of 1.04 g/cm3 at SATP, and a specific 
gravity of 1.04 at SATP. 
 
Heavy Injectate Fluid Densities 
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The heavy-injectate (down-dip) waste transport model uses an injection fluid density of 
81.16 lb/ft3 at reservoir conditions in the Tuscaloosa Massive Sand.  This is equivalent to 
a density of 1.30 g/cm3 at reservoir depth, and a specific gravity of 1.30 at reservoir depth.  
This is approximately equivalent to a density of 1.36 g/cm3 at SATP, and a specific gravity 
of 1.36 at SATP. 
 
The heavy-density injectate down-dip) waste transport model also uses an injectate fluid 
density of 81.16 lb/ft3 at reservoir conditions in the Tuscaloosa Massive Sand.  This is 
equivalent to a density of 1.30 g/cm3 at reservoir depth, and a specific gravity of 1.30 at 
reservoir depth.  This is approximately equivalent to a density of 1.35 g/cm3 at SATP, and 
a specific gravity of 1.35 at SATP. 
 
Pressure Model Injectate Fluid Densities 

The Washita-Fredericksburg Injection Interval pressurization model uses an injection fluid 
density 1.20 g/cm3 at SATP, and a specific gravity of 1.20 at SATP.  This is the average 
historical value of specific gravity of the injection fluid.  At reservoir conditions (corrected 
for pressure and temperature) the injection fluid density is 71.80 lb/ft3. 
 
The Tuscaloosa Massive Sand pressurization model also uses an injection fluid density 
1.20 g/cm3 at SATP, and a specific gravity of 1.20 at SATP.  At reservoir conditions 
(corrected for pressure and temperature of the Tuscaloosa Massive Sand) the injection fluid 
density is 71.92 lb/ft3. 
 

3.3.12  Modeled Brine and Injectate Fluid Viscosities 
The formation brine viscosities used in the SWIFT lateral transport and pressurization 
models are assigned to be that of an 18.8 percent sodium chloride solution in both the 
Washita-Fredericksburg Injection Interval and Tuscaloosa Massive Sand.  The low density 
injectate is expected to be approximately equivalent to that of fresh water.  The high density 
waste stream is best described as a ferrous chloride (FeCl2) solution.  Each of the subject 
fluid viscosities are temperature-dependent, as discussed in following paragraphs. 
 
Formation Brine Viscosities 

The formation brine viscosities used in the SWIFT lateral transport and pressurization 
models are assigned to be that of an 18.8 percent sodium chloride solution in both the 
Washita-Fredericksburg Injection Interval and Tuscaloosa Massive Sand.  These 
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viscosities are temperature-dependent.  This selection maximizes waste movement in the 
models.  The viscosities shown below were determined using a concentration of 18.8 
percent sodium chloride, as available in the Fig. D.35 NaCl nomograph provided in 
Earlougher (Appendix 3-4).  The Washita-Fredericksburg Injection Interval brine viscosity 
at 243.6 °F was determined to be 0.405 cP.  The Tuscaloosa Massive Sand formation brine 
viscosity at 236.4 °F was determined to be 0.418 cP 

18.8% NaCl Brine Viscosity 
Temperature (ºF) Formation Brine Viscosity (cP) 

200 0.51 
220 0.45 
240 0.42 
260 0.38 
280 0.35 

Light Injectate Viscosities 

The low density injectate is expected to be approximately equivalent to that of fresh water 
at reservoir conditions.  Therefore, the low density injectate fluid viscosities used in the 
lateral migration plume model were estimated, based on the equivalent salinity of a fluid 
having a density of 62.43 lb/ft3.  This selection maximizes waste movement in the model.  
The viscosities shown below were determined using a concentration of 0.00 percent sodium 
chloride, as available in the Fig. D.35 NaCl nomograph provided in Earlougher (1977, 
Appendix 3-4).  The low density injectate viscosity at 243.6 °F (Washita-Fredericksburg 
Injection Interval) was determined to be 0.231 cP.  The low density injectate viscosity at 
236.4 °F (Tuscaloosa Massive Sand) was determined to be 0.240 cP.   
 

Light Density Injectate (Fresh Water) Viscosity 
Temperature (ºF) Freshwater Viscosity (cP) 

200 0.30 
220 0.26 
240 0.24 
260 0.21 
280 0.19 

 
Average Injectate Viscosities 

The normally injected waste stream is best described as a FeCl2 solution.  The historical 
average specific gravity of the normally injected waste stream in 1.20.  This is assumed to 
be equal to a density of 1.20 g/cm3.  Viscosity data for FeCl2 solutions at this concentration 
were not readily available.  Chemours obtained a normally injected waste stream sample 
to obtain a viscosity value.  The derived viscosity was 0.972 centistokes (0.972 cP) in a 
sample with specific gravity 1.213 at 70 °C (158 °F). containing 15.83 weight percent TDS.  
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The derived viscosity was 0.739 cP in a sample with a specific gravity of 1.19 at 80 °C 
(176 °F) and 0.621 cP in a sample with a specific gravity of 1.18 at 95 °C (203 °F). 
 
Given the limited viscosity data for FeCl2 solutions, for purposes of this demonstration, the 
viscosity of a 1.20 g/cm3 FeCl2 solution is assumed to be 25% greater than the reservoir 
brine (18.8% NaCl solution) at reservoir conditions.  Given this assumption, at 200 °F, a 
1.20 g/cm3 FeCl2 solution would have a viscosity of 0.64 cP.  This is in close agreement 
with the Chemours data which suggests a viscosity of 0.621 cP in a FeCl2 sample with a 
specific gravity of 1.18 at 203 °F.  The average density injectate viscosity at 243.6 °F 
(Washita-Fredericksburg Injection Interval) was estimated to be 0.506 cP.  The averaged 
density injectate viscosity at 236.4 °F (Tuscaloosa Massive Sand) was estimated to be 
0.523 cP.   

Average Density Injectate (1.20 g/cm3 FeCl2) Viscosity* 
Temperature (ºF) Heavy Injectate Viscosity (cP) 

200 0.64 
220 0.56 
240 0.53 
260 0.48 
280 0.44 

 
Heavy Injectate Viscosities 

The high density waste stream is best described as a saturated FeCl2 solution.  The high 
density injectate fluid viscosities used in the Injection Intervals’ heavy-injectate lateral 
models are assigned to be that of the maximum density injectate of a 1.30 g/cm3 (at 
reservoir conditions). This selection maximizes post-operational plume movement in the 
models.  As discussed in the previous paragraph, the viscosity data for FeCl2 solutions is 
limited.  For purposes of this demonstration, the viscosity of a 1.30 g/cm3 FeCl2 solution 
is assumed to be 50% greater than the reservoir brine (18.8% NaCl solution) at reservoir 
conditions.  The average density injectate viscosity at 243.6 °F (Washita-Fredericksburg 
Injection Interval) was estimated to be 0.608 cP.  The averaged density injectate viscosity 
at 236.4 °F (Tuscaloosa Massive Sand) was estimated to be 0.627 cP.   

 
High Density Injectate (1.30 g/cm3 FeCl2) Viscosity* 

Temperature (ºF) Heavy Injectate Viscosity (cP) 
200 0.77 
220 0.68 
240 0.63 
260 0.57 
280 0.53 
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3.3.13  Regional Ground Water Flow 
Natural regional hydraulic gradients of deep saline aquifers in the coastal Gulf of Mexico 
were ascertained during the geology study to be gulfward.  Studies reviewed and referenced 
for compilation of the information on area geology conclude that water movement in many 
regional deep saline aquifers in the Gulf Coast is extremely slow due to the lack of 
discharge pathways because of burial and enclosure of sand bodies by fine-grained muds.  
These studies show sluggish circulation to nearly static conditions in the deep subsurface.  
Flow rates in the deep saline aquifers (Clark, 1988) from the studies presented in Appendix 
3-5 were found generally to be on the order of inches per year.  A south-southeasterly 
(downdip) direction of regional flow established for the Washita-Fredericksburg Injection 
Interval and Tuscaloosa Massive Sand is consistent with the theory of deep basin flows 
and the physical mechanisms (topographic relief near outcrops and deep basin compaction) 
identified as contributing to natural formation drift (Bethke et al, 1988; Clark, 1988; 
Kreitler, 1986).  
 
Chemours believes that a formation fluid velocity of 0.5 ft/yr is very conservative, since 
lateral facies changes that result in sand pinch-outs and formation fluid flow-path 
interruptions are known to occur in the direction of the recharge area of the Washita-
Fredericksburg Injection Interval and Tuscaloosa Massive Sand. 
 
For the “light-density” plume migration models, the ground water flow velocity was set at 
0.0 ft/year.  This was done to ensure that the maximum up-dip injectate plume movement 
would be realized, since regional ground water (down-dip) flow would act to counter the 
up-dip force of buoyancy. 
 
For the “high-density” plume movement demonstration, the ground water flow velocity 
was set at 0.5 ft/year.  This was done to ensure that the maximum down-dip injectate plume 
movement would be realized.  The background velocity was implemented in the “high-
density” plume models by: (1) running the lateral migration model with a 0 ft/yr ground 
water gradient to account for plume drift due to buoyancy; and (2) shifting the center of 
mass for the 10,000-year waste plume in the downdip direction by 5,000 feet (10,000 years 
x 0.5 ft/yr). 
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3.3.14  Rock and Fluid Compressibilities 
The compressibility values were chosen conservatively to maximize the pressure increases 
in the models.  The compressibility value affects the magnitude of the storativity, which 
has a relationship with the amount of model pressure increase.  The smaller the storativity, 
the greater the pressure increase.  Smaller compressibilities also maximize the plume 
extents.  This is accomplished via the coupling equations for porosity and density in SWIFT 
(Reeves and others, 1986, p. 6).  The porosity and fluid density are minimized with 
decreasing rock and water compressibility.  The total compressibility is equal to the 
compressibility of the formation rock plus the compressibility of the formation fluid.  
Compressibility values are small (on the order of 10-6 psi-1) and the values lie within a 
relatively small range.  Total system compressibility (fluid and rock compressibility) was 
chosen for water and rock in order to maximize the pressure increases and the plume sizes 
in the models. 
 
Fluid Compressibility 

The brine compressibility for the Injection Interval was calculated using a method provided 
in Hewlett Packard (1982, p. 94): 
 

Compressibility of water = 6

2

1x10
CTBTACw 

  
 

A = 3.8546 – (0.000134)(P) 
B = -0.01052 + (4.77 x 10-7)(P) 
C = 3.9267 x 10-5 – (8.8 x 10-10)(P) 
T = temperature in F 
P = pressure in psi 

 
Compressibility brine = 

 
Cb = Cw{[-0.052 + 2.7 x 10-4(T) – 1.14 x 10-6(T2) + 1.121 x 10-9(T3)]%NACL0.7 + 1} 

 
For the Washita-Fredericksburg Injection Interval, the compressibility of reservoir brine is 
calculated as follows: 
 

A = 3.4570154 
B = -0.009151487 
C =  3.67423E-05 
%NaCl = 18.8 
T =  243.6 °F 
P =  4,580.7 psi 

 
Cb = 2.33 x 10-6/psi-1 
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For the Tuscaloosa Massive Sand, the compressibility of reservoir brine is calculated as 
follows: 
 

A = 3.4570154 
B = -0.009151487 
C =  3.67423E-05 
%NaCl = 18.8 
T =  236.4 °F 
P =  4,406.4 psi 

 
Cb = 2.31 x 10-6/psi-1 
 

Rock Compressibility 

For the formation compressibilities, a value of 3.2 x 10-6 psi-1 was approximated for the 
Washita-Fredericksburg Injection Interval and Tuscaloosa Massive Sand, based on a 
porosity of 24 percent and 25 percent porosity, respectively.  This value was obtained from 
Hall’s correlation for unconsolidated sandstones in Earlougher (1977, p. 229, Fig. D.12) 
(see Appendix 3-6). 
 
Total System Compressibility 

The total system compressibility for the Washita-Fredericksburg Injection Interval is the 
sum of the fluid compressibility (2.33 x 10-6/psi-1) and rock compressibility (3.2 x 10-6 
psi- 1), which is 5.53 x 10-6 psi-1.  The total system compressibility for the Tuscaloosa 
Massive Sand is the sum of the fluid compressibility (2.31 x 10-6/psi-1) and rock 
compressibility (3.2 x 10-6 psi-1), which is 5.51 x 10-6 psi-1. 

3.3.15  Well Index Value  
The well index is calculated using the following equation (Reeves and others, 1986, 
equation 4-3): 










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where:  Ks = hydraulic conductivity of the wellbore skin 
  z = sum of the thickness for the model layers 
  r| = r1 = [(xy)/]0.5  
  xy = product of x and y grid dimensions at the well location 
  rw = the well radius 

 n(r1/rw) = rw {1+(r|/rw)[  n (r|/rw)-1]}/(r|-rw) 
 

For all the models, wellbore skin was ignored and the sand hydraulic conductivity was 
used.    
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Washita-Fredericksburg Injection Interval 

For the Washita-Fredericksburg Injection Interval low-density plume, high-density plume 
and reservoir pressure models, the well index was calculated for each injection well at its 
specific grid location.  The reservoir thickness, grid cell dimensions and wellbore radius 
varies slightly for each well.  Following are well index values for the Washita-
Fredericksburg Injection Interval low-density, high density and reservoir pressure SWIFT 
models: 

Washita-Fredericksburg Well Index Values 

Well Nos. 
Light Density Plume 

Migration Model 
(ft2/day) 

High Density Plume 
Migration Model 

(ft2/day) 

Reservoir Pressure 
Model (ft2/day) 

Monitoring Well No. 1 867.1 873.6 367.0 
Well No. 2 922.1 922.1 387.4 
Well No. 3 971.1 971.1 410.6 
Well No. 4 916.0 916.0 387.4 
Well No. 5 1076.1 1082.8 454.9 
Well No. 6 1013.7 1013.7 425.8 
Well No. 7 952.6 922.1 402.7 

Tuscaloosa Massive Sand 

For the Tuscaloosa Massive Sand low-density plume, high-density plume and reservoir 
pressure models, the well index was calculated for each injection well at its specific grid 
location.  The reservoir thickness, grid cell dimensions and wellbore radius varies slightly 
for each well.  Following are well index values for the Tuscaloosa Massive Sand low-
density, high density and reservoir pressure SWIFT models: 

Well Index Values 

Well Nos. 
Light Density Plume 

Migration Model 
(ft2/day) 

High Density Plume 
Migration Model 

(ft2/day) 

Reservoir Pressure 
Model (ft2/day) 

Monitoring Well No. 1 1778.9 1788.3 1078.6 
Well No. 2 1776.5 1820.9 1092.5 
Well No. 3 1846.4 1864.9 1118.9 
Well No. 4 1776.5 1785.3 1071.2 
Well No. 5 1729.5 1737.8 1232.6 
Well No. 6 1954.1 1971.9 1183.1 
Well No. 7 1883.1 1900.8 1151.1 

3.3.16  Boundary Conditions 
For each of the SWIFT models provided in this demonstration, all the lateral boundaries 
are “open”.  This serves to maximize waste plume movement and reflects the local geology 
in that there are no nearby faults which would potentially “bound” the reservoir.  This is 
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accomplished by imposing transmissive Carter-Tracy boundaries on the sides using the 
same transmissivities and porosity-thickness values that are used throughout the model.   
 
Permeability-Thickness and Porosity-Thickness 
The aquifer transmissivity, Kh, and porosity thickness, h, were calculated for the lateral 
migration models and reservoir pressure models as given below.  The reservoir thickness 
value (h) is the average thickness of the grid block cells along the edges (boundary) of the 
subject SWIFT models. 
 
For the Washita-Fredericksburg Injection Interval, the Carter-Tracy boundary inputs for 
the light density plume model were calculated using the following values: 
 

Kh =  (3.716 ft/day)(112.69 ft) = 418.7 feet2/day 
h =  (0.24)(112.69 feet) = 27 feet 

 
For the Tuscaloosa Massive Sand, the Carter-Tracy boundary inputs for the light density 
plume model were calculated using the following values: 
 

Kh =  (5.405 ft/day)(192.34 ft) = 1039.6 feet2/day 
h =  (0.25)(163.73 feet) = 48 feet 

 
The aquifer transmissivity, Kh, and porosity thickness, h, were similarly calculated for 
each lateral migration model and reservoir pressure model based on the average thickness 
of the grid block cells along the edges (boundary) of the subject SWIFT.   
 
Equivalent Aquifer Radius 

For purposes of this discussion, it is important to distinguish between the term “reservoir” 
and the term “aquifer.”  The reservoir is that portion of the system for which the simulation 
is desired.  The aquifer is the area outside the reservoir that provides boundary conditions 
for the reservoir.  The radius of the reservoir (re) for a Cartesian geometry is typically 
chosen as the radius of a circle of equal surface area.  The radius of the aquifer (rq) may be 
chosen to be either finite or infinite (HIS GeoTrans, 2000).  For this model demonstration, 
a finite equivalent aquifer radius was assigned.  The RAQ value was derived by 
determining the radius of a circle of surface area equal to the width of the SWIFT model 
multiplied by three (3) and length of the SWIFT model multiplied by three (3).  Within this 
approximate area, “aquifer” properties are expected to mimic the modeled “reservoir” 
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properties.  For the light-density Washita-Fredericksburg SWIFT model, the model 
dimensions are 74,000 feet wide and 142,000 feet in length.  Thus,  
 

RAQ = r 
πr2 = (74,000 feet x 3)(142,000 feet x 3) 

RAQ = r = 173,503 feet  
 

The RAQ value was similarly calculated for each light density waste plume, high density 
waste plume and reservoir pressurization model. 
 
Angle of Influence 

The angle of influence was assigned to be 360 degrees in each SWIFT model, based on the 
location of the injection wells with respect to the model boundaries (aquifer-influence 
boundaries).   
 

3.3.17  Coefficient of Thermal Expansion 
For the Washita-Fredericksburg Injection Interval, the initial reservoir temperature at the 
reference depth of 9,888.6 feet subsea was estimated to be 243.6 F.  For the Tuscaloosa 
Massive Sand, the initial reservoir temperature at the reference depth of 9,511.6 feet subsea 
was estimated to be 236.4 F.  Based on these temperature values, the coefficient of thermal 
expansion of the fluid based on Reeves and others (1986, p. 14, Figure 3-1) lies within the 
range given for experimental data as bracketed by the constant values of 0.0002 F-1 and 
0.0005 F-1.  Although a coefficient of thermal expansion value is between 0.0002 F-1 and 
0.0005 F-, a value of 0.00 F-1 is utilized to be conservative. 
 

3.3.18  Fluid and Rock Heat Capacities 
The fluid heat capacity input is only used if the equations for heat flow are being solved.  
In the simulations, only the brine and pressure equations are solved.  The value of 1.0 
Btu/lb-F was input for completeness and has no impact on the SWIFT calculated pressure 
or brine concentration. 
 
The rock heat capacity input is only used if the equations for heat flow are being solved.  
In the simulations, only the brine and pressure equations are solved.  The value of 1.0 



 
 

16-123  Chemours 
Section 3 0 Modeling (11-7-18) 
Revision Date:  November 7, 2018 

3-37 

 
 

Btu/ft3-F was input for completeness and has no impact on the SWIFT calculated pressure 
or brine concentration. 
 

3.3.19  Thermal Conductivity of the Fluid Saturated Porous Medium 
The thermal conductivity of the fluid saturated porous medium in the x, y and z directions 
was assigned to be 116 Btu/ft-d-F.  This input is only used if the equations for heat flow 
are being solved.  In the Chemours facility simulations, only the brine and pressure 
equations are solved.  The value of 116 Btu/ft-d-F was input for completeness and has no 
impact on the SWIFT calculated pressure or brine concentration.  
 

3.3.20  Solid Particle Density of the Formation 
The solid particle density of the formation is chosen to be 165 lb/ft3.  This input is only 
used if the equations for heat flow or radionuclide movement are being solved.  In the 
Chemours facility simulations, only the brine and pressure equations are solved.  The value 
of 165 lb/ft3 was input for completeness and has no impact on the SWIFT calculated 
pressure or brine concentration. 
 

3.3.21  Gridding Scheme and Gridded Area 
Grid size is an important parameter in the SWIFT model.  To ensure that proper grid sizes 
are implemented in the Chemours SWIFT models, additional evaluations were performed.  
This evaluation is provided in Appendix 3-7.   
 
The SWIFT model grid employed for light density lateral migration modeling for the 
Washita-Fredericksburg Injection Interval has 767 grid blocks in the X direction and 1180 
grid blocks in the Y direction.  The model distance is 74,000 feet along the X axis and 
142,000 feet along the Y axis.  Figure 3-10 illustrates the SWIFT model grid employed for 
Washita-Fredericksburg Injection Interval light density waste plume lateral migration 
model.  The gridding scheme for the Washita-Fredericksburg Injection Interval model is 
as follows: 
 
X SPACING 
50  20*300  80*150  586*75.0  80*150 
 

Y SPACING 
250  127*300  44*150  854*75  88*150  66*300   
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The SWIFT model grid employed for light density lateral migration modeling for the 
Tuscaloosa Massive Sand has 767 grid blocks in the X direction and 1246 grid blocks in 
the Y direction.  The model distance is 74,000 feet along the X axis and 142,000 feet along 
the Y axis.  Figure 3-11 illustrates the SWIFT model grid employed for Tuscaloosa 
Massive Sand light density waste plume lateral migration model.  The gridding scheme for 
the Tuscaloosa Massive Sand model is as follows: 
 
X SPACING 
100*150  548*75  118*150  200 
 

Y SPACING 
250  127*300  132*150  854*75  132*150 
 
The SWIFT model grid employed for high density lateral migration modeling for both the 
Washita-Fredericksburg Injection Interval and the Tuscaloosa Massive Sand has 560 grid 
blocks in the X direction and 1467 grid blocks in the Y direction.  The model distance is 
50,000 feet along the X axis and 120,000 feet along the Y axis.  Figure 3-12 illustrates the 
SWIFT model grid employed for high density waste plume lateral migration model.  The 
gridding scheme is as follows: 
 
X SPACING 
24*150  454*75  81*150  200 
 

Y SPACING 
83*150  1334*75  50*150 
 

The SWIFT model grid employed for reservoir pressure modeling for both the Washita-
Fredericksburg Injection Interval and the Tuscaloosa Massive Sand has 700 grid blocks in 
the X direction and 700 grid blocks in the Y direction.  The model distance is 67,500 feet 
along the X axis and 67,500 feet along the Y axis.  Figure 3-13 illustrates the SWIFT model 
grid employed for reservoir pressurization model.  The gridding scheme is as follows: 
 
X SPACING 
100*150  500*75  100*150 
 

Y SPACING 
100*150  500*75  100*150 
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Well locations (bottom-hole locations) within the Washita-Fredericksburg Injection 
Interval and Tuscaloosa Massive Sand light density plume migration models are as follows: 
 

Washita-Fredericksburg Light Density Waste Plume Migration Model 

Well No. Grid Block Distance (feet) 
x-direction y-direction x-direction y-direction 

Monitor Well No. 1 378 431 38,788 70,938 
Well No. 2 365 480 37,813 74,613 
Well No. 3 350 485 36,688 74,988 
Well No. 4 355 478 37,063 74,463 
Well No. 5 354 505 36,988 76,488 
Well No. 6 382 518 39,088 77,463 
Well No. 7 383 491 39,163 75,438 

 
Tuscaloosa Massive Sand Light Density Waste Plume Migration Model 

Well No. Grid Block Distance (feet) 
x-direction y-direction x-direction y-direction 

Monitor Well No. 1 417 431 38,738 70,938 
Well No. 2 398 480 37,313 74,613 
Well No. 3 390 485 36,713 74,988 
Well No. 4 394 478 37,013 74,463 
Well No. 5 393 505 36,938 76,488 
Well No. 6 421 518 39,038 77,463 
Well No. 7 422 491 39,113 75,438 

 
Well locations (bottom-hole locations) for the Washita-Fredericksburg Injection Interval 
and Tuscaloosa Massive Sand high density plume migration models are identical and are 
as follows: 
 

Heavy Density Waste Plume Migration Models 

Well No. Grid Block Distance (feet) 
x-direction y-direction x-direction y-direction 

Monitor Well No. 1 333 1205 26,738 96,563 
Well No. 2 320 1253 25,763 100,163 
Well No. 3 305 1259 24,463 100,613 
Well No. 4 310 1251 25,013 100,013 
Well No. 5 309 1278 24,938 102,038 
Well No. 6 337 1291 27,038 103,013 
Well No. 7 338 1264 27,113 100,988 
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Well locations (bottom-hole locations) for the reservoir pressure models for the Washita-
Fredericksburg and Tuscaloosa Massive Sand models are identical and are as follows: 
 

Reservoir Pressurization Models 

Well No. Grid Block Distance (feet) 
x-direction y-direction x-direction y-direction 

Monitor Well No. 1 374 305 35,513 30,338 
Well No. 2 361 353 34,538 33,938 
Well No. 3 346 359 33,413 34,388 
Well No. 4 351 351 33,788 33,788 
Well No. 5 350 378 33,713 35,813 
Well No. 6 378 391 35,813 36,788 
Well No. 7 379 364 35,888 34,763 

 

3.3.22  SWIFT Model Reference Point and Grid Block Centers 
Washita-Fredericksburg Injection Interval:  For the Washita-Fredericksburg Injection 
Interval reservoir modeling, a model reference point was selected in the approximate 
middle of the Washita-Fredericksburg Injection Interval within the Injection Interval at the 
Chemours Well No. 4 location.  The top of the Washita-Fredericksburg Injection Interval 
is present at a depth of approximately 9,810 feet below sea level (subsea).  A depth of 
9,888.6 feet subsea was chosen as the reference depth for the depth specific SWIFT 
model parameters for the Washita-Fredericksburg Injection Interval. 
 
For the Washita-Fredericksburg Injection Interval SWIFT model runs, the depth to the 
center of the grid block at which Well No. 4 is located was set at 9,876 feet subsea.  For 
a model reservoir thickness of 160 feet, the top of the grid block at the well location is at 
about 9,796 feet subsea. 
 
Tuscaloosa Massive Sand:  For the Tuscaloosa Massive Sand reservoir modeling, a model 
reference point was selected near the middle of the Tuscaloosa Massive Sand at the 
Chemours facility Well No. 4 location.  The top of the Tuscaloosa Massive Sand is present 
at a depth of about 9,413 feet subsea.  A depth of 9,511.6 feet subsea was chosen as the 
reference depth for the depth specific SWIFT model parameters for the Tuscaloosa 
Massive Sand. 
 
For the Tuscaloosa Massive Sand SWIFT model runs, the depth to the center of the grid 
block at which Well No. 4 is located was set at about 9,508 feet subsea.  For a model 
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reservoir thickness of 200 feet, the top of the grid block at the well location is at about 
9,408 feet subsea. 
 

3.3.23  Time Step Allocation and Model Solution Method 
The two-line successive-overrelaxation (L2SOR) solution was used for the SWIFT models.  
The minimum number of outer (nonlinear-property due to density variation) iterations in 
the subroutine was set at two.  The maximum number of outer (nonlinear-property due to 
density variation) iterations in the subroutine was set at five.  The number of time steps 
(transient) after which the optimum parameters for the inner iterations are recalculated for 
the L2SOR was set at five (default value is five). 
 
Time step allocation is an important parameter in the SWIFT model.  To ensure that time 
steps are implemented in the Chemours SWIFT models, additional evaluations were 
performed.  These evaluations are provided in Appendix 3-7.  During the stabilization 
period, the smallest automatic time step allowed was 0.01 days, with a maximum of 30 
days.  During injection for the pressure buildup and low density lateral migration plume 
models, the smallest time steps allowed was 1.0 day, which was allowed to automatically 
increase to maximums of 30 days.  After injection ceased, the automatic time step was as 
small as 1.0 day initially, and then allowed to increase over time to a maximum of 5,000 
days.  For the pressure model, after injection ceases, the smallest time step was maintained 
at 1.0 day, and the maximum time step was maintained at 30 days.  During injection for 
the high density lateral migration plume models, the smallest time steps allowed was 1.0 
day, which was allowed to automatically increase to maximums of 30 days.  After injection 
ceased, the automatic time step was as small as 1.0 day initially, and then allowed to 
increase over time to a maximum of 730 days. 
 

3.3.24  Stabilization Period 
The length of the stabilization period for each the Chemours facility model was chosen to 
be 10,000 days.  Automatic time stepping was allowed to take incrementally larger time 
steps from 0.01 days to 30 days until the 10,000-day stabilization period ended. 
 

3.3.25  Darcy Velocity 
During the SWIFT model stabilization period, small residual background velocity 
gradients occur.  These remnant velocity values are inherently present due to the variable 
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structure nature (variable dip in X and/or Y direction) of the models, and decrease in 
magnitude through time.  The resultant X and Y Darcy velocity values and directional 
vectors from the pre-injection stabilization periods for the light injectate model after 10,000 
days are included as Figures 3-14 (Washita-Fredericksburg Injection Interval) and 3-15 
(Tuscaloosa Massive Sand).  The contour/vector maps illustrate the small residual 
background velocity gradient present in the SWIFT models prior to initiating injection.   
 
The 10,000-year plume movement distances for the Injection Interval models were not 
adjusted to account for the resultant background velocities at the end of the 10,000-day 
stabilization period.  The Darcy velocity from the Injection Interval velocity maps (Figure 
3-14 and Figure 3-15) is small, and on the order of approximately 4.0 x 10-6 ft/day 
(average), within the area of light density plume movement.  The Darcy velocity (in ft/day) 
was converted to an average linear velocity by dividing by the Injection Interval’s porosity 
value (24 percent).  The linear movement over the 10,000-year period was calculated to be 
approximately 61 feet.  This distant is negligible (less than 1.0 percent of up-dip plume 
movement distance) given the extent of the 10,000-year plume dimensions. 
 

3.3.26  Flowing and Static Bottom-Hole Pressure Data 
Flowing and static BHP data for the Washita-Fredericksburg Injection Interval were 
gathered from historical fall-off test analyses of the Chemours injection wells.  The 
historical static BHP data (Tables 3-3, 3-5, 3-6 and 3-11) suggests that there has been very 
little pressure buildup in the Washita-Fredericksburg Injection Interval due to the operation 
of the subject Class I injection wells.  The initial static BHP values for the Chemours 
injection wells are discussed in Section 7.3.3. 
 

3.3.27  Nearby Oil and Gas Production 
Hydrocarbons are actively produced approximately five (5) miles to the west of the 
Chemours facility.  However, all of the active production is from much deeper horizons 
(approximate depth of 13,000 to 14,000 feet).  There is no nearby oil and gas production 
from the Washita-Fredericksburg Injection Interval or Tuscaloosa Massive Sand.  
Therefore, nearby oil and gas production will have no effect on the SWIFT model predicted 
lateral plume movement or predicted reservoir pressure buildup.   
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3.4 Cone of Influence 
The Cone of Influence (COI) is defined to be "the potentiometric surface area around the 
injection well within which increased Injection Zone pressures caused by injection of 
wastes would be sufficient to drive fluids into a USDW or a fresh water aquifer."  The 
SWIFT model was used to determine the Chemours pressure buildup and COI for this 
application.  SWIFT models the pressure increase that will be created in the injection 
reservoir sands during, and at the end of the operational life of the Chemours injection 
wells. 
 
The methodology used in this petition for calculating the COI was developed by E. I. du 
Pont de Nemours and Company (DuPont) for its injection well sites, and it is also generally 
consistent with previous methods (Price, 1971; Johnston and Greene, 1979; Barker, 1981; 
Collins, 1986; Davis, 1986; Johnston and Knape, 1986; Warner and Syed, 1986; Clark and 
others, 1987; Warner, 1988).  The basic underlying assumption in the approach is that in 
the absence of naturally-occurring, vertically transmissive conduits (faults and fractures), 
the only potential pathway between the Injection Zone and USDW is through an artificial 
penetration (active or inactive oil and gas well(s).  To pose a potential threat to a USDW 
(i.e., pressure build-up from injection operations must be sufficient to drive fluids into a 
USDW), the pressure increase in the Injection Zone would have to be greater than the 
pressure necessary to displace the material residing within the borehole (drilling mud).  
This pressure is defined as the allowable pressure build-up.  Therefore, the COI is defined 
as the area within which Injection Zone pressures are greater than the allowable pressure 
build-up.   
 

3.4.1  Mud Weight 
Barker (1981) was the first to document the development of the basic theoretical equation 
for calculating maximum allowable formation pressure at an abandoned borehole in terms 
of mud properties.  The equation includes the effects of both weight and gel strength of the 
mud.  Resistance to upward migration based on mud weight alone can be determined by 
examining the records of inactive artificial penetrations for their respective abandonment 
mud weights.  In cases where abandonment mud weights are unknown, a reasonable worst-
case value of 9.0 lb/gal is widely accepted for the Gulf Coast region (Barker, 1981; 
Johnston and Knape, 1986). 
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At the DeLisle Plant, however, site-specific drilling records from wells drilled throughout 
the area support the application of a 9.3 lb/gal mud weight.  This mud weight (9.3 lb/gal) 
is recorded as the minimum mud weight used within the 2.0-mile AOR and in the wells in 
offset oil and gas fields west of the AOR.  Barker (1981) advocates a similar method of 
determining the minimum mud weight in the AOR based upon well data in a particular 
area.  Consequently, 9.3 lb/gal is used as one of the factors in determining allowable 
pressure buildup at DeLisle Plant. 
 

3.4.2  Gel Strength 
Gel strength is the property of borehole fluid (mud) which suspends particles (solids) in 
the static mud column when circulation ceases, e.g., drilling mud left in an abandoned 
borehole.  Gel strength is a function of: 1) the amount and type of clays in suspension, 2) 
time, 3) temperature, and 4) mud additives (chemistry). The significance of mud gel 
strength is that it increases the pressure that is required for the onset of fluid migration in 
the borehole (Figure 3-24). 
 
The pressure required to displace borehole mud can be large, and gel strength can be the 
main factor in preventing fluid migration within an abandoned wellbore (Collins, 1986 and 
1989; Johnston and Knape, 1986; and Pearce, 1989b).  Collins further states that in order 
to properly model abandoned boreholes, it is important to use ". . . realistic values for mud 
and hole properties," and that ". . . in most cases the contribution of the gel property (gel 
strength) to the critical pressure increase required for fluid entry into the well may be more 
significant than previously thought." 
 
For the purpose of calculating the pressure due to gel at DeLisle Plant, a conservative gel 
strength value of 20 lb/100 ft2 is used.  Grey and Darley (in Collins, 1986) determined that 
approximately 20 lb/100 ft2 is the lowest possible gel strength that could occur.  Studies 
indicate that with time the gel strength of drilling mud may be more than an order of 
magnitude higher (Pierce, 1989).  A plot of the increase in mud gel strength with time is 
shown in Figure 3-12. 
 
Pressure due to gel strength for an open borehole is more conservative than for a cased 
borehole, and is calculated by the following formula: 
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Pg =
0.00333 x G x h

d
 

 
Where:  
 

Pg =  pressure due to gel strength (psia) 
G =  gel strength (lb/100 ft2) 
d =  borehole diameter (inches) 
h =  the shallowest depth within the AOR of the top of the Washita-

Fredericksburg Injection Interval (this is 9,520 feet for the DeLisle 
Plant site AOR) 

h =  the shallowest depth within the AOR of the top of the Tuscaloosa 
Massive Sand (this is 9,160 feet for the DeLisle Plant site AOR) 

 
And 0.00333 is the conversion factor such that Pg is in psi 
 

Pg =
0.00333 x 20 x 9,520

14.325
= 44 psi (Washita − Fredericksburg) 

 

Pg =
0.00333 x 20 x 9,160

14.325
= 43 psi (Tuscaloosa Massive Sand) 

 

3.4.3  Calculating the Allowable Pressure Buildup 
The initial step in calculating the allowable pressure buildup (COI) for the injection sands 
at the plant site is to determine the original formation pressure gradient.  The original 
formation pressure gradient of an injection sand is calculated by dividing the original 
formation pressure by the depth at which the pressure was recorded.  At the DeLisle Plant, 
the original formation pressure gradient for the Washita-Fredericksburg injection interval 
was recorded as 0.462 psi/ft. 
 
The maximum pressure buildup is then calculated by subtracting the original formation 
pressure from the conservative 9.3 lb/gal mud column pressure and adding the gel strength 
to this value, as demonstrated by the following: 
 

0.052 x 9.3 lb/gal = 0.484 psi/ft (mud column gradient, modified from Barker, 1981; 0.052 is 
a conversion factor) 

0.484 psi/ft x 9,520 ft = 4608 psi (9,520 feet to the shallowest Injection Interval within the 
AOR x 0.484 psi/ft exerted by the mud column) 

0.462 psi/ft x 9,520 feet = 4,398 psi (original formation pressure gradient x depth to the 
shallowest injection interval within the AOR) 

4,608 psi – 4,398 psi + 44 psi = 254 psi (mud column pressure minus original formation pressure, + 
pressure due to gel strength = allowable pressure buildup) 
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Therefore, 254 psi is the maximum pressure buildup allowed in the Washita-
Fredericksburg Injection Interval sand prior to the onset of possible fluid movement in an 
artificial penetration.  The COI for Washita-Fredericksburg Injection Interval is therefore 
defined as the area within which the Injection Zone pressure increase is greater than 254 
psi.  Following the same methodology, 244 psi is the maximum pressure buildup allowed 
in the Tuscaloosa Massive Sand prior to the onset of possible fluid movement in an 
artificial penetration.  The COI for Tuscaloosa Massive Sand is therefore defined as the 
area within which the Injection Zone pressure increase is greater than 244 psi.   
 

3.5 SWIFT Model Results – Reservoir Pressurization Modeling 
The Washita-Fredericksburg Injection Interval and Tuscaloosa Massive Sand 
pressurization models were run to estimate reservoir pressure at the end-of-operations.  The 
SWIFT pressurization models use the minimum flow capacity (hydraulic conductivity) and 
average injectate density and viscosities.  The reservoir pressure buildup is determined by 
subtracting the initial reservoir pressures (10,000 days) from the reservoir pressures at the 
time of interest during the operational period.  The simulated pressure buildup is indicative 
of the formation buildup outside the wellbore.  A Table of Contents is included at the 
beginning of Appendix 3-7 which lists the pressure buildup cases by injection sand as well 
as showing the input and output file names for each of the model runs. 
 
Reservoir pressurization modeling was performed to determine the area within which 
reservoir pressure increases due to injection activities exceed the Cone of Endangering 
Influence (COI).   Injection Interval pressurization modeling was performed for the 
Washita-Fredericksburg Injection Interval and the Tuscaloosa Massive Sand. 
 

3.5.1  SWIFT Washita-Fredericksburg Injection Interval Pressure Model 
Reservoir pressure buildup in the Washita-Fredericksburg Injection Interval was 
considered for three (3) different scenarios.  Currently, the calendar-month-average 
permitted injection rates are:  550 gpm for Well Nos. 2, 3 and 4; 1000 gpm for Well No. 5; 
and 1,200 gpm for Well No. 6  Total instantaneous injection rate is limited to no more than 
2,200 gpm (cumulative for all five wells).    This application is not seeking to increase the 
instantaneous injection rate limit even as it seeks to approval for future injection into Well 
No. 1 and construction of a second new well (Well No. 7). 
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The first scenario (Chemours WF Prs) assumes all future injection (January 1, 2016 to 
December 31, 2050) into the Washita-Fredericksburg Injection Interval will occur into 
each well (Well Nos. 2, 3, 4 and 5) at 550 gpm (2,200 gpm cumulative).   
 
The second scenario (Chemours WF Prs(2)) assumes all future injection (January 1, 2016 
to December 31, 2050) into the Washita-Fredericksburg Injection Interval will occur into 
Well Nos. 2, 3 and 4 at 400 gpm and at 1,000 gpm into Well No. 5 (2,200 gpm cumulative).   
 
The final scenario (Chemours WF Prs(3)) assumes all future injection (January 1, 2016 to 
December 31, 2050) into the Washita-Fredericksburg Injection Interval will occur at 1,200 
gpm into Well No. 6 and at 250 gpm into Well Nos. 2, 3, 4 and 5 (2,200 gpm cumulative).   
 
The SWIFT reservoir pressure model input parameters are summarized on Table 3-1.  For 
each scenario historical injection was incorporated into the demonstration to account for 
historically injected volumes (see Section 7.3.1).  Historical annual average flow rates into 
the wells are depicted on Table 3-10.  The Washita-Fredericksburg Injection Interval 
pressure model(s) (Chemours WF Prs and, Chemours WF Prs(2), and Chemours WF 
Prs(3)) input and output data are included in Appendix 3-8. 
 
Figure 3-16 provides a well bore pressure buildup comparison of the three modeled 
scenarios.  Well bore pressure buildup is included for Well No. 5 for the first and second 
scenario and for Well No. 6 for the final scenario.  The model predicted flowing BHPs 
(well bore) for each scenario are included on Table 3-13.  Pressure buildup was determined 
by subtracting the initial Injection Interval well bore pressures from the well bore pressure 
build up at the end of the operational year.  The initial pressures were determined from a 
pre-operation period (no injection) in which the model was run for 10,000 days.  The initial 
Injection Interval pressures (10,000 days) are included in the output files in Appendix 3-8.   
 
For the first scenario (Chemours WF Prs), the maximum predicted flowing bottom-hole 
grid block pressure at the location of Well No. 5 on December 31, 2050 is 5,394 psi.  The 
maximum predicted flowing bottom-hole well bore pressure on December 31, 2050 is 
5,530 psi.  The pre-injection native static reservoir pressure at the location of Well No. 5 
is 4,563 psi.  Therefore, the pressure buildup in the grid block cell is no more than 831 psi 
and the pressure buildup predicted at the well is no more than 967 psi.  
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For the second scenario (Chemours WF Prs(2)), the maximum predicted flowing bottom-
hole grid block pressure at the location of Well No. 5 on December 31, 2050 is 5,551 psi.  
The maximum predicted flowing bottom-hole well bore pressure on December 31, 2050 is 
5,800 psi.  The pre-injection native static reservoir pressure at the location of Well No. 5 
is 4,563 psi.  Therefore, the pressure buildup in the grid block cell is no more than 988 psi 
and the pressure buildup predicted at the well is no more than 1,237 psi. 
 
For the third scenario (Chemours WF Prs(3)) considers injection at the location of Well 
No. 6 at 1,200 gpm.  The maximum predicted flowing bottom-hole grid block pressure in 
at the location of Well No. 6 on December 31, 2050 is 5,556 psi.  The maximum predicted 
flowing bottom-hole well bore pressure on December 31, 2050 is 5,880 psi.  The pre-
injection native static reservoir pressure at the location of Well No. 6 is 4,554 psi.  
Therefore, the pressure buildup in the grid block cell is no more than 1,002 psi and the 
pressure buildup predicted at the well is no more than 1,326 psi. 
 
The simulated Injection Interval pressure buildup for the first scenario (Chemours WF Prs) 
at the end-of-operation (December 31, 2050) is shown in Figure 3-17.  The simulated 
Injection Interval pressure buildup for the second scenario (Chemours WF Prs(2)) at the 
end-of-operation (December 31, 2050) is shown in Figure 3-18.  The simulated Injection 
Interval pressure buildup for the third scenario (Chemours WF Prs(3)) at the end-of-
operation (December 31, 2050) is shown in Figure 3-19.  Figures 3-17A, 3-18A and 3-19A 
are expanded depictions of the Injection Interval pressure buildup around the Chemours 
DeLisle property boundaries and injection wells.  Each figure shows pressure isobars, 
representing the pressure buildup (the difference between the injection pressure at the end-
of-operation and initial reservoir pressure) within the Injection Interval, radiating outward 
from the injection wells.   
 
Of the three (3) scenarios, the first scenario (Chemours WF Prs) results in the largest area 
enclosed within the Cone of Endangering Influence (COI).  The COI includes the area 
within the pressure isopleth representing a 254 psi increase in reservoir pressure.  The 
predicted increase at a radius of 2.0-mile radius Area of Review is approximately 360 psi 
(northeast and southeast of the wells).  Note that the areal distribution in pressure does not 
change significantly for each model case away from the well field.  The COI extends 
approximately 23,100 feet from the Chemours injection wells.  At the end of the model 
period (year-end 2050), the Cone of Influence extends approximately 12,500 feet beyond 
the 2.0-mile radius Area of Review.   
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Comparison to Historical Well Tests and Pressure Measurements:  Monitoring Well No. 
1 is completed into the Washita-Fredericksburg Injection Interval, and was converted to a 
monitoring well in 1978 (Egler, 1978).  The wellhead pressure of Monitoring Well No. 1 
is read approximately weekly by plant personnel.  The readings were averaged to obtain a 
monthly wellhead pressure value for the monitoring well (see Table 3-11 for a tabulation 
of the monthly average pressures). 
 
The historical measured pressure values from Monitoring Well No. 1 are plotted with the 
pressure increase predicted by the Chemours WF Prs SWIFT model in Figure 3-19B with 
time.  Note that the figure has been updated through year end 2015, and the model run and 
output files are contained in Appendix 3-8.  From 1979 to 2006, the SWIFT model 
consistently over-predicts of the reservoir pressure increase compared to those of the 
measured pressures recorded at Monitoring Well No. 1.  From 2006 to 2015, the SWIFT 
predicted BHP increase more closely matches the measured pressure increases recorded at 
Monitoring Well No. 1.  This comparison suggests that the SWIFT model construct and 
permeability value can provide a reasonable approximately of reservoir pressure buildup 
in the Washita-Fredericksburg Injection Interval. 
 

3.5.2  SWIFT Tuscaloosa Massive Sand Pressure Model 
For this demonstration, injection into the Tuscaloosa Massive Sand would commence on 
January 1, 2020 and would include the operation of Well Nos. 2, 3, 4, 5 and 6. 
 
The first scenario (Chemours TMS Prs) assumes all future injection (January 1, 2020 to 
December 31, 2050) into the Tuscaloosa Massive Sand will occur into each well (Well 
Nos. 2, 3, 4 and 5) at 550 gpm (2,200 gpm cumulative).   
 
The second scenario (Chemours TMS Prs(2)) assumes all future injection (January 1, 2020 
to December 31, 2050) into the Tuscaloosa Massive Sand will occur into Well Nos. 2, 3 
and 4 at 400 gpm and at 1,000 gpm into Well No. 5 (2,200 gpm cumulative).   
 
The final scenario (Chemours TMS Prs(3)) assumes all future injection (January 1, 2020 
to December 31, 2050) into the Tuscaloosa Massive Sand will occur at 1,200 gpm into 
Well No. 6 and at 250 gpm into Well Nos. 2, 3, 4 and 5 (2,200 gpm cumulative).   
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The SWIFT reservoir pressure model input parameters are summarized on Table 3-1.  The 
Tuscaloosa Massive Sand pressure model(s) (Chemours TMS Prs and, Chemours TMS 
Prs(2), and Chemours TMS Prs(3)) input and output data are included in Appendix 3-8. 
 
Figure 3-20 provides a well bore pressure buildup comparison of the three modeled 
scenarios.  Well bore pressure buildup is included for Well No. 5 for the first and second 
scenario and for Well No. 6 for the final scenario.  The model predicted flowing BHPs 
(well bore) for each scenario are included on Table 3-14.  Pressure buildup was determined 
by subtracting the initial Injection Interval well bore pressures from the well bore pressure 
build up at the end of the operational year.  The initial pressures were determined from a 
pre-operation period (no injection) in which the model was run for 10,000 days.  The initial 
Injection Interval pressures (10,000 days) are included in the output files in Appendix 3-8.   
 
For the first scenario (Chemours TMS Prs), the maximum predicted flowing bottom-hole 
grid block pressure at the location of Well No. 5 on December 31, 2050 is 4,689 psi.  The 
maximum predicted flowing bottom-hole well bore pressure on December 31, 2050 is 
4,740 psi.  The pre-injection native static reservoir pressure at the location of Well No. 5 
is 4,396 psi.  Therefore, the pressure buildup in the grid block cell is no more than 293 psi 
and the pressure buildup predicted at the well is no more than 344 psi.  
 
For the second scenario (Chemours TMS Prs(2)), the maximum predicted flowing bottom-
hole grid block pressure at the location of Well No. 5 on December 31, 2050 is 4,746 psi.  
The maximum predicted flowing bottom-hole well bore pressure on December 31, 2050 is 
4,840 psi.  The pre-injection native static reservoir pressure at the location of Well No. 5 
is 4,396 psi.  Therefore, the pressure buildup in the grid block cell is no more than 350 psi 
and the pressure buildup predicted at the well is no more than 444 psi. 
 
For the third scenario (Chemours TMS Prs(3)) considers injection at the location of Well 
No. 6 at 1,200 gpm.  The maximum predicted flowing bottom-hole grid block pressure in 
at the location of Well No. 6 on December 31, 2050 is 4,750 psi.  The maximum predicted 
flowing bottom-hole well bore pressure on December 31, 2050 is 4,870 psi.  The pre-
injection native static reservoir pressure at the location of Well No. 6 is 4,403 psi.  
Therefore, the pressure buildup in the grid block cell is no more than 347 psi and the 
pressure buildup predicted at the well is no more than 467 psi. 
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The simulated Injection Interval pressure buildup for the first scenario (Chemours TMS 
Prs) at the end-of-operation (December 31, 2050) is shown in Figure 3-21.  The simulated 
Injection Interval pressure buildup for the second scenario (Chemours TMS Prs(2)) at the 
end-of-operation (December 31, 2050) is shown in Figure 3-22.  The simulated Injection 
Interval pressure buildup for the third scenario (Chemours TMS Prs(3)) at the end-of-
operation (December 31, 2050) is shown in Figure 3-23.  Each figure shows pressure 
isobars, representing the pressure buildup (the difference between the injection pressure at 
the end-of-operation and initial reservoir pressure) within the Injection Interval, radiating 
outward from the injection wells.   
 
Of the three (3) scenarios, the first scenario (Chemours TMS Prs) results in the largest areal 
extent of reservoir pressure buildup (relative to the second and third scenario) and the 
second scenario has the largest reservoir pressure buildup at the injection well location 
(Well No. 5).  The COI includes the area within the pressure isopleth representing a 244 
psi increase in reservoir pressure.  The predicted increase at a radius of 2.0-mile radius 
Area of Review is no more than 135 psi (see Figure 3-21).  However, at the end of the 
model period (year-end 2050) the COI for any of the three scenarios extends no farther 
than 500 feet from the wellbore. 
 

3.5.3  Determination of Cone of Influence 
The COI for Washita-Fredericksburg Injection Interval is defined as the area within which 
Injection Zone pressure increase is greater than 254 psi.  The COI for Tuscaloosa Massive 
Sand is defined as the area within which Injection Zone pressure increase is greater than 
244 psi.   
 
The COI calculation for this petition application uses a conservative modeling approach 
where all four existing injection wells and Well No. 6 (and Well No. 7) are completed in 
either the Washita-Fredericksburg Injection Interval or the Tuscaloosa Massive Sand and 
modeled using the worst-case scenario of 2,200 gpm through year-end 2050.  Actual 
injection volumes and average injection rates were used through year-end 2015 for the 
Washita-Fredericksburg reservoir pressure model, and maximum injection rates were used 
for the years 2016 through year-end 2050 to provide a conservative (large) estimate of 
reservoir pressure buildup.  Maximum injection rates were used in the Tuscaloosa Massive 
Sand for the years 2020 through year-end 2050 to provide a conservative (large) estimate 
of reservoir pressure buildup.   
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A totals of six reservoir pressure models were considered (three for the Washita-
Fredericksburg Injection Interval and three for the Tuscaloosa Massive Sand.  Of all six 
scenarios, the first scenario (Chemours WF Prs) results in the largest areal extent of the 
area enclosed within the Cone of Endangering Influence (COI).  The COI includes the area 
within the pressure isopleth representing a 254 psi increase in reservoir pressure.  The COI 
extends approximately 23,100 feet from the Chemours injection wells.  At the end of the 
model period (year-end 2050), the Cone of Influence extends approximately 12,500 feet 
beyond the 2.0-mile radius Area of Review. 
 

3.6 SWIFT Model Results – Lateral Migration Modeling 
The lateral SWIFT model was used to simulate lateral waste plume migration during the 
10,000-year post operational period.  Lateral migration modeling was performed for the 
Washita-Fredericksburg Injection Interval.  A Table of Contents is included at the 
beginning of Appendix 3-8 which lists the various SWIFT model runs as well as showing 
the input and output file names for each model run. 
 

The lateral transport model consists of three components: 1) fluid displacement due to 
injection; 2) buoyant fluid movement and 3) dispersive and diffusive contaminant transport 
for a conservative species (no adsorption, hydrolysis or other fate mechanism).  In this 
fashion, the outline of the isopleth for the 9-order of magnitude reduction in initial 
concentration for a 10,000-year post-operational period is obtained.  This is the appropriate 
concentration reduction factor in that it will render the initial waste constituent 
concentrations non-hazardous. 
 

3.6.1  Low Density Injectate SWIFT Model (Chemours WF-LD Lat Plume) 
The up-dip lateral waste transport model (Chemours WF-LD Lat) models waste plume 
movement in the Washita-Fredericksburg Injection Interval and incorporates variable 
structure, variable thickness and assumes a waste specific gravity of a light density fluid.  
The injected waste density was modeled as 62.43 lb/ft3 at 243.6 F, and waste viscosity 
was 0.231 cP at 243.6 F.  The rate of ground water movement in the Injection Interval was 
assumed to be 0.0 ft/year.  Historical injection from October 1979 until December 31, 2015 
was modeled as injected into Well Nos. 2, 3, 4 and 5.  Future injection from January 1, 
2016 until December 31, 2050 was modeled at an injection rate of 550 gpm each (2,200 
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gpm cumulative) into Well Nos 2, 3, 4 and 5.  The lateral model boundaries are left open 
(Carter-Tracy boundary conditions).  The model results for Chemours WF-LD Lat are 
presented in the output file in Appendix 3-8.  The Chemours WF-LD Lat SWIFT model 
grid, end-of-operations and 10,000-year waste plumes are depicted on Figure 3-10.  The 
low-density waste plume orientations and dimensions at the end of the operational period 
and after 10,000 years are depicted on Plates 3-1 and 3-2.  The base map for Plate 3-1 is 
the structure map on top of the Washita-Fredericksburg Injection Interval.  Plate 3-2 shows 
the buoyant plume outlines on the Washita-Fredericksburg isopach map. 
 
The shape of both the end-of-operations waste plume and the 10,000-year waste plume are 
affected by the structural top and the stratigraphic thinning to the southeast.  The end-of-
operation waste plume is roughly circular in shape.  The end-of-operations waste plume 
(9-order magnitude reduction in concentration) is approximately 21,500 feet in diameter.  
The 10,000-year low-density waste plume extends 32,000 feet up-gradient and 18,000 feet 
down-gradient (measured from the Well No. 4 well location).  The 10,000-year waste low-
density plume (9-order magnitude reduction in concentration) extends about 14,000 feet to 
the southwest and 16,000 feet northeast from Well No. 4. 
 
A discussion of the wells (non-freshwater artificial penetrations) that are intersected by the 
plumes during the modeled operational (end time of 12/31/2050) and post-operational 
(10,000-year) time periods is included in the Area of Review discussion.  These wells meet 
non-endangerment standards (due to pressure increases) and/or no-migration standards 
(due to waste movement), as discussed in the Area of Review Section. 
 

3.6.2 Low Density Injectate SWIFT Model (Chemours TMS-LD Lat) 
The up-dip lateral waste transport model (Chemours TMS-LD Lat) models waste plume 
migration in the Tuscaloosa Massive Sand and incorporates variable structure, variable 
thickness and assumes a waste specific gravity of a light density fluid.  The injected waste 
density was modeled as 62.43 lb/ft3 at 236.4 F, and waste viscosity was 0.240 cP at 236.4 
F.  The rate of ground water movement in the Injection Interval was assumed to be 0.0 
ft/year.  Future injection from January 1, 2016 until December 31, 2050 was modeled at an 
injection rate of 550 gpm each (2,200 gpm cumulative) into Well Nos 2, 3, 4 and 5.  The 
lateral model boundaries are left open (Carter-Tracy boundary conditions).  The model 
results for Chemours TMS-LD Lat are presented in the output file in Appendix 3-8.  The 
Chemours TMS-LD Lat SWIFT model grid, end-of-operations and 10,000-year waste 
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plumes are depicted on Figure 3-11.  The low-density waste plume orientations and 
dimensions at the end of the operational period and after 10,000 years are depicted on 
Plates 3-3 and 3-4.  The base map for Plate 3-3 is the structure map on top of the Tuscaloosa 
Massive Sand.  Plate 3-4 shows the buoyant plume outlines on the Tuscaloosa Massive 
Sand isopach map. 
 
The shape of both the end-of-operations waste plume and the 10,000-year waste plume are 
affected by the structural top and the stratigraphic thinning to the southeast.  The end-of-
operation low-density waste plume is roughly circular in shape.  The low-density end-of-
operations waste plume (9-order magnitude reduction in concentration) is approximately 
18,250 feet in diameter.  The 10,000-year waste plume extends 34,500 feet up-gradient and 
13,500 feet down-gradient (measured from the Well No. 4 well location).  The 10,000-year 
waste plume (9-order magnitude reduction in concentration) extends about 13,500 feet to 
the southwest and 6,000 feet northeast from Well No. 4. 
 
A discussion of the wells (non-freshwater artificial penetrations) that are intersected by the 
plumes during the modeled operational (end time of 12/31/2050) and post-operational 
(10,000-year) time periods is included in the Area of Review discussion.  These wells meet 
non-endangerment standards (due to pressure increases) and/or no-migration standards 
(due to waste movement), as discussed in the Area of Review Section. 
 

3.6.3 High Density Injectate SWIFT Model (Chemours WF-HD Lat) 
The down-dip lateral waste transport model (Chemours WF-HD Lat) models waste plume 
movement in the Washita-Fredericksburg Injection Interval and incorporates variable 
structure, variable thickness and assumes a waste specific gravity of a light density fluid.  
The injected waste density was modeled as 81.16 lb/ft3 at 243.6 F, and waste viscosity 
was 0.608 cP at 243.6 F.  The rate of ground water movement in the Injection Interval was 
assumed to be 0.0 ft/year.  Historical injection from October 1979 until December 31, 2015 
was modeled as injected into Well Nos. 2, 3, 4 and 5.  Future injection from January 1, 
2016 until December 31, 2050 was modeled at an injection rate of 550 gpm each (2,200 
gpm cumulative) into Well Nos 2, 3, 4 and 5.  The lateral model boundaries are left open 
(Carter-Tracy boundary conditions).  The model results for Chemours WF-HD Lat are 
presented in the output file in Appendix 3-8.  In order to simulate plume movement in 
response to a background flow gradient of 0.5 ft/year, the 10,000-year waste plume center 
of mass was shifted down-dip by 5,000 feet (10,000 years x 0.5 ft/year).   
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The Chemours WF-HD Lat SWIFT model grid, end-of-operations and 10,000-year waste 
plumes are depicted on Figure 3-12.  The waste plume orientations and dimensions at the 
end of the operational period and after 10,000 years are depicted on Plates 3-5 and 3-6.  
The base map for Plate 3-5 is the structure map on top of the Washita-Fredericksburg 
Injection Interval.  Plate 3-6 shows the buoyant plume outlines on the Washita-
Fredericksburg isopach map. 
 
The shape of both the end-of-operations waste plume and the 10,000-year waste plume are 
affected by the structural top and the stratigraphic thinning to the southeast.  The end-of-
operation waste plume is roughly circular in shape.  The end-of-operations waste plume 
(9-order magnitude reduction in concentration) is approximately 21,500 feet in diameter.  
The 10,000-year waste plume extends 96,000 feet down-gradient (measured from the Well 
No. 4 well location).  The 10,000-year waste plume (9-order magnitude reduction in 
concentration) extends about 11,000 feet to the southwest and 10,500 feet northeast from 
Well No. 4. 
 
A discussion of the wells (non-freshwater artificial penetrations) that are intersected by the 
plumes during the modeled operational (end time of 12/31/2050) and post-operational 
(10,000-year) time periods is included in the Area of Review discussion.  These wells meet 
non-endangerment standards (due to pressure increases) and/or no-migration standards 
(due to waste movement), as discussed in the Area of Review Section. 
 

3.6.4 High Density Injectate SWIFT Model (Chemours TMS-HD) 
The down-dip lateral waste transport model (Chemours TMS-LD Lat) models waste plume 
migration in the Tuscaloosa Massive Sand and incorporates variable structure, variable 
thickness and assumes a waste specific gravity of a high density fluid.  The injected waste 
density was modeled as 81.16 lb/ft3 at 236.4 F, and waste viscosity was 0.627 cP at 236.4 
F.  The rate of ground water movement in the Injection Interval was assumed to be 0.0 
ft/year.  Future injection from January 1, 2016 until December 31, 2050 was modeled at an 
injection rate of 550 gpm each (2,200 gpm cumulative) into Well Nos 2, 3, 4 and 5.  The 
lateral model boundaries are left open (Carter-Tracy boundary conditions).  The model 
results for Chemours TMS-HD Lat are presented in the output file in Appendix 3-8.  In 
order to simulate plume movement in response to a background flow gradient of 0.5 ft/year, 
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the 10,000-year waste plume center of mass was shifted down-dip by 5,000 feet (10,000 
years x 0.5 ft/year).   
 
The Chemours TMS-HD Lat SWIFT model grid, end-of-operations and 10,000-year waste 
plumes are depicted on Figure 3-12A.  The waste plume orientations and dimensions at the 
end of the operational period and after 10,000 years are depicted on Plates 3-7 and 3-8.  
The base map for Plate 3-7 is the structure map on top of the Tuscaloosa Massive Sand.  
Plate 3-8 shows the buoyant plume outlines on the Tuscaloosa Massive Sand isopach map. 
 
The shape of both the end-of-operations waste plume and the 10,000-year waste plume are 
affected by the structural top and the stratigraphic thinning to the southeast.  The end-of-
operation waste plume is roughly circular in shape.  The end-of-operations waste plume 
(9-order magnitude reduction in concentration) is approximately 18,500 feet in diameter.  
The 10,000-year waste plume extends 82,500 feet down-gradient (measured from the Well 
No. 4 well location).  The 10,000-year waste plume (9-order magnitude reduction in 
concentration) is about 28,000 feet wide after 10,000 years of waste plume migration. 
 
A discussion of the wells (non-freshwater artificial penetrations) that are intersected by the 
plumes during the modeled operational (end time of 12/31/2050) and post-operational 
(10,000-year) time periods is included in the Area of Review discussion.  These wells meet 
non-endangerment standards (due to pressure increases) and/or no-migration standards 
(due to waste movement), as discussed in the Area of Review Section. 
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3.7  Vertical Advective and Diffusive Waste Transport Model 
The determination of vertical transport of injected waste constituents included two 
components.  The first component is advection, which arises from pressurization of the 
Injection Interval during the operational period.  The second component is diffusion, which 
arises from the concentration gradient of injectate from the Injection Interval vertically 
upward into the overlying Injection Zone strata.  The two components of transport are 
added together to obtain the total predicted vertical plume migration. 
 
The vertical transport model, which includes both advection and diffusion, was designed 
to focus on the worst-case vertical movement of injection constituents over the total time 
frame (operational period and 10,000-year post-operational period).  This was done by 
employing a one-dimensional model, whereby no dilution through lateral dispersion is 
allowed and invoking conservative constraints and input parameters.  Also, the injectate 
constituent which was modeled, chromium, was modeled as a fully conservative species 
with no transport retardation through sorption, and no decay through hydrolysis or reaction. 
 
In the advective component of vertical transport, the primary transport mechanism 
(pressure buildup within the Injection Interval during the operational period) is set at the 
maximum value from the beginning of operations (October 1979), through the end of the 
future operational period (December 31, 2050), and for an additional five years after the 
operational period (75.25 years total).  The additional five years of advective movement 
was included in the calculation to account for the time required for the reservoir pressure 
to return to a static level.  Although it is anticipated that reservoir pressure will decline 
rapidly at the end-of-operations, and that near static reservoir pressures will be reached in 
a matter of a few months, five years is included in the calculation to be conservative.  The 
Injection Interval pressure buildup is determined from the SWIFT pressure buildup model 
(Chemours WF Prs(3)) and is calculated to occur at the end of the future operational period 
(December 31, 2050), just before Well No. 6 is shut in (Note that the pressure buildup in 
the grid block at Well No. 6 in the Chemours WF Prs(3) model run is the greatest pressure 
buildup for any of the Washita-Fredericksburg Injection Interval or Tuscaloosa Massive 
Sand reservoir pressure models).  In reality, the pressure during the majority of the 
operational period is significantly less, since the historical injection rates are less than the 
future injection rates.  The result is a conservatively higher value for the vertical pressure 
gradient.  An additional advective component arises from the buoyancy of the injectate 
(light density case) due to the density contrast between the injectate and native formation 
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brine.  The advective component due to the density contrast is calculated for both the 
operational and 10,000-year post-operational periods.  In this model, it is conservatively 
assumed that the density contrast remains at its maximum, without allowing any decrease 
in the density contrast through dispersion or diffusion. 
 
In calculating the diffusive component of vertical transport, it is assumed that the source 
strength within the Injection Interval remains constant at its maximum value during the 
entire 10,000-year post operational period.  In reality, the source strength within the 
Injection Interval decreases after injection ceases, since no additional injectate mass is 
added to the Injection Interval.  The result is a conservatively greater transport distance, 
since the concentration gradient remains at the initial maximum value during the entire 
10,000-year period. 
 

3.7.1  Advective Transport Model and Results 
The vertical advective transport of the injectate is made up of two components:  1) transport 
due to pressure buildup within the Injection Interval during operational period; and, 2) 
transport due to buoyancy of injectate arising from density contrast between injectate and 
native formation fluid (for light density case) over entire operational and 10,000-year post-
operational periods. 
 
To ensure the most conservative case, it is assumed that the Injection Interval pressure 
buildup reaches the maximum value at the beginning of the operational period on October 
1979, and remains at this maximum value for a period of 5 years after injection has ceased 
(injection ceased on December 31, 2050), for a total pressure buildup period of 75.25 years 
at the maximum pressure.  Additionally, it is assumed that the density contrast between the 
injectate and formation fluid remains at its maximum during the entire operational and 
10,000-year post-operational period.  In this way, the advective component of transport is 
over-estimated.   
 

3.7.1.1  Vertical Advection During Operational Period 
The advective component of transport in general can be found through Darcy's Law written 
in terms of the total head gradient and hydraulic conductivity: 
 

  
l
hKq



  
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 where,           q = Darcy velocity 

    




 h
 l

   = total head gradient 

          K   = hydraulic conductivity 
 
Vertical Head Gradient During Operational Period 

The total head gradient was defined in terms of pressure buildup within the Injection 
Interval, elevation and buoyancy (due to a density contrast between injectate and native 
formation fluid): 
 

 
L

HΔz
ρg
Δp

Δl
Δh buoy

  

 
where,     L = distance (thickness in this case) 
   p  = pressure change across distance L 
   g = fluid specific weight (density) 
   z = elevation change across L 
       Hbuoy = buoyant head  
 
The quantities in the equation were specified using the conditions at the Chemours facility 
to define the total vertical head gradient across the first containing shale sequence overlying 
the Injection Interval.   
 
The distance, L, was defined as the thickness of 150 feet of shale between the top of the 
Injection Interval and the top of the Injection Zone.  The total net shale thickness between 
the top of the Injection Interval and the top of the Injection Zone is well over 1,200 feet.  
The total net shale thickness above the top of the Tuscaloosa Massive Sand is well over 
1,000 feet.  Therefore, the gradient determined here is greater than would be determined 
for the net containing interval.  This results in a conservative overestimate of the advective 
transport.   
 
Because vertical gradient is being calculated, and the native reservoir fluid gradient within 
the Injection Interval is equivalent to the native reservoir fluid gradient the overlying shale 
layer (hydrostatically equilibrated fluid column), a natural fluid gradient does not exist, 
therefore  z is zero (0) and is ignored in the calculation. 
 
The pressure change was defined as the difference between the maximum pressure in the 
Injection Interval (which occurs at the end-of-operation), and the initial pressure within the 
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Injection Interval.  The Washita-Fredericksburg SWIFT pressurization model (Chemours 
WF Prs(3)) output was used to determine the maximum Injection Interval pressure at the 
end-of-operation.  The initial pressure within the Injection Interval was determined based 
on the initial (before operation) pressure measured in the Injection Interval at Well No. 6.  
The maximum Injection Interval pressure buildup, 970 psi (grid block pressure), occurs at 
the end of the operation period at Well No. 6, as shown in the SWIFT output file (Chemours 
WF Prs(3)).   
 
The buoyant head (Hbuoy) is defined as a function of the maximum possible density contrast 
between the injectate and formation fluid (assuming light density injectate), and the 
thickness of the total waste-swept pore volume.  The Washita-Fredericksburg Injection 
Interval is considered in this demonstration, since it is the shallowest interval which 
currently utilized for injection.  The waste swept pore thickness, D, of the Washita-
Fredericksburg Injection Interval is 160 feet (approximate net sand thickness of the 
Washita-Fredericksburg at the location of Well No. 4 [see Section 3.3.1]).  Density contrast 
was considered as part of the calculation of the injection pressure differential (native 
reservoir brine density and injection fluid density are components of the Washita-
Fredericksburg SWIFT pressurization model (Chemours WF Prs(3)).  Although the density 
differential portion of the buoyant head determination is incorporated in the Δpinj term, it 
is considered separately to add additional conservatism to the calculation. 
 
With these definitions of terms, the equation now becomes: 
 

 

L
g
gD

g
p

l
h inj

inj













  

Where: 
 

injp  = injection pressure differential = 970 psi 

 g = formation fluid density at reservoir temperature = 68.49 lb/ft3 (at reservoir temperature, 243.6 ºF) 

injg)(  = injectate density at reservoir temperature = 62.43 lb/ft3 (least dense waste density at 243.6 ºF) 
  g  = maximum possible density contrast between injectate and formation fluid = 6.06 lb/ft3 

D = thickness of total waste-swept pore volume of Injection Interval = 160 feet 
L = shale thickness = 150 feet (first 150 feet of shale above the injection reservoir) 
 
The vertical head gradient across the thickness of the first shale sequence overlying the 
Washita-Fredericksburg Injection Interval for the operational period was then determined 
using the parameters defined above: 
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∆ℎ

∆𝑙
=

(970 𝑙𝑏 𝑖𝑛2)(144 𝑖𝑛2 𝑓𝑡2)⁄⁄
68.49 𝑙𝑏 𝑓𝑡3⁄

+
(6.06 𝑙𝑏 𝑓𝑡3)(160 𝑓𝑡)⁄

62.43 𝑙𝑏 𝑓𝑡3⁄

150 ft
= 13.7 𝑓𝑡 𝑓𝑡⁄  

 
Vertical Hydraulic Conductivity 

The total head gradient calculated above, along with the vertical hydraulic conductivity for 
the containing shale sequence overlying the Injection Interval were used to determine the 
vertical Darcy velocity through the first shale sequence overlying the Washita-
Fredericksburg Injection Interval (or Tuscaloosa Massive Sand)(using a shale permeability 
of 6.2 x 10-5 mD).  A discussion of shale permeability is included in Section 7.3.2.  The 
hydraulic conductivity was determined to be 7.36 x 10-7 ft/day using an injectate viscosity 
of 0.231 cP, and an injectate specific weight of 62.43 lb/ft3 (at reservoir conditions): 
 
With the vertical head gradient defined from the top of the Injection Interval through the 
first overlying shale, and the vertical hydraulic conductivity of the shale overlying the 
Injection Interval, the Darcy flow velocity can be calculated from the Darcy equation as 
written above: 
 

q  =  7.36 x 10-7 ft/day (13.7 ft/ft)    =     1.01 x 10-5ft/day 
 
Using the vertical Darcy velocity determined above, and the shale porosity of 0.20, the 
vertical average linear velocity was determined by dividing the Darcy velocity by the 
porosity: 
 

v  =  (1.35 x 10-5 ft/day)/0.20    =    5.04 x 10-5 ft/day 
 
The vertical advective transport was then calculated by applying the average linear velocity 
for the entire 70.25-year operational and 5 post-operational period (75.25 years total) in 
which Injection Interval pressure was elevated due to injection operations.  This is an over-
estimation because the maximum pressure buildup (and therefore velocity) is used for the 
entire combined period.  The pressure gradient builds up to the maximum value over time, 
and then falls off sharply when injection is ceased. 
 
Using the approach outlined above, the advective transport distance of waste into the first 
containing shale sequence overlying the Washita-Fredericksburg Injection Interval (or 
Tuscaloosa Massive Sand) is found by: 
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zadvection1  =  v  t 

 
where,  v = vertical average linear velocity  =  5.04 x 10-5 ft/day 
  t = advective transport period  =  75.25 yr x 365.25 day/yr 
             zadvection1   = 5.04 x 10-5 ft/day x 75.25 yr x 365.25 day/yr  =   
   1.4 feet of advective transport during modeled period 
 

3.7.1.2  Vertical Advection During 10,000-Year Post-Operational Period 
As discussed above, an additional component of advective transport may also arise due to 
the continued density contrast between the injectate and native brine, which remains even 
after the operational period has ended.   
 
Vertical Head Gradient During 10,000 Post-Operational Period 
If it is assumed that the injectate is not diluted due to dispersion or other mixing, the 
advective transport due to this density contrast arising from the buoyant component of the 
head gradient as defined above can be calculated over the 10,000-year post-operational 
period. 
 

∆ℎ

∆𝑙
=

(6.06 𝑙𝑏 𝑓𝑡3)(160 𝑓𝑡)⁄
62.43 𝑙𝑏 𝑓𝑡3⁄

150 ft
= 0.1 𝑓𝑡 𝑓𝑡⁄  

 
The resulting Darcy flow velocity from the buoyant head component can be calculated 
using the vertical hydraulic conductivity as calculated above in the Darcy equation: 
 

q  =  7.36 x 10-7 ft/day (0.1 ft/ft)  =  7.36 x 10-8 ft/day 
 
Using the vertical Darcy velocity determined above, and the shale porosity of 0.20, the 
vertical average linear velocity was determined by dividing the Darcy velocity by the 
porosity: 
 

v  =  (7.36 x 10-8 ft/day)/0.20  =  3.68 x 10-7 ft/day 
 
The vertical advective transport due to the buoyant head gradient during the 10,000-year 
post-operational period is then calculated by applying the average linear velocity for the 
entire 10,000-year period.   

zadvection2 = v  t 
 
where,  v = vertical average linear velocity  =  3.68 x 10-7 ft/day 
  t = advective transport period  =  10,000 yr x 365.25 day/yr 
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   zadvection2 = 3.68 x 10-7 ft/day x 10,000 yr x 365.25 day/yr  =   
   1.3 feet advective transport during 10,000-year post-operational period due to 

buoyancy of injectate 
 
The total advective transport of injectate during the operational and 10,000-year post-
operational periods is the sum of the two advective transport distances: 
 

Z(advection)Total = zadvection1 + zadvection2 = 1.4 feet + 1.3 feet  = 2.7 feet 
 
The total advective distance, 2.7 feet, is much less than the net shale interval thickness 
between to the top of the Injection Interval and the top of the Injection Zone. 
 
The advective transport calculated here is over-estimated due to several reasons.  First, the 
Injection Interval pressure buildup was assumed to reach its maximum value at the 
beginning of injection operations on October 1979, and continue at this maximum value 
through the post-operational fall-off period, for a total Injection Interval pressure buildup 
period of 75.25 years at the maximum value (the pressure builds up to its maximum value, 
and then falls of rapidly during the post-operational fall-off period).  Secondly, the shale 
sequence overlying the Washita-Fredericksburg Injection Interval (and Tuscaloosa 
Massive Sand) was used to define the hydraulic gradient over which vertical advection 
occurred.  The thickness of this shale sequence, 150 feet, is only 15 percent of cumulative 
net shale thickness in the Injection Zone overlying the Washita-Fredericksburg Injection 
Interval (or Tuscaloosa Massive Sand).  Finally, it is assumed that the density contrast 
between the injectate and native formation fluid remains at its maximum during the entire 
operational and 10,000-year post-operational periods.  By invoking these model 
considerations, the model results were conservatively overestimated. 
 

3.7.2  Diffusive Transport Model and Results 
The second component of vertical transport is diffusion which arises from the 
concentration gradient of injectate from the Injection Interval vertically upward into the 
overlying Injection Zone strata.  The governing equation for diffusive transport through a 
porous medium in one-dimension is given by Fick’s second law (Freeze and Cherry, 1979; 
Daniel and Shackelford, 1988; Carslaw and Jaeger, 1959): 
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The vertical extent of molecular diffusion through a porous media in one dimension at any 
time, t, is calculated from the following solution (Freeze and Cherry, 1979) to Fick’s 
second law: 
 











t4D
zerfc

C
t)C(z,

*
0

 

where:  
 C(z,t) = concentration at location z and time t ; 
 Co = initial concentration at t = 0, z = 0; 
 C(z,t)/Co = inverse of concentration reduction factor  =  1 x 10-9 for the Chemours facility’s waste; 
 z = diffusive plume extent = quantity to be calculated; 
 t = time = 10,000 years; 
 D* = effective molecular diffusivity = Dox G = 0.219 ft2/yr using: 
 Do = molecular diffusivity of chromium in water = 1.61 x 10-8 m2/sec = 5.47 ft2/yr; 
 G = geometric correction factor = n where n is approximately 2 for shales 
  = porosity = 0.20 
 erfc = complimentary error function = 1- erf (error function) 
 
It should be noted that an inherent boundary condition required for the above solution is 
that the source strength remains constant (C(z,t)=Co) at the top of the Injection Interval for 
all times, namely, during the entire 10,000-year post-operational period.  This is 
conservative since the source strength of injectate will begin to decay after the end of the 
operational period, and no additional mass will be introduced to the Injection Interval to 
keep the source strength constant at its maximum value. 

 
 

1𝑥10−9 = 1 − 𝑒𝑟𝑓 [
𝑧

√(4)(0.219)(10,000)
] 

 
0.999999999 = 𝑒𝑟𝑓 [

𝑧

93.6
] 

 
from error function tables;  
 

4.32 =
z

93.6
 

 
z diffusion = 404 feet 

 
The total vertical transport for the injected waste at the Chemours facility, as determined 
using the one-dimensional analytical models for both advection, due to injection pressure 
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buildup and density contrast, and diffusion, due to concentration gradient between the 
Injection Interval and overlying Injection Zone is the sum of the two: 
 

Ztotal = z(advection)Total + z diffusion 

  Ztotal = 2.7 feet + 404 feet 
  Ztotal = 406.7 feet 
 
Thus, the calculated total vertical transport distance is 406.7 feet.  The top of the Washita-
Fredericksburg Injection Interval is separated from the top of the Injection Zone by about 
1,750 feet of alternating sand and shale sequences, with more than 1,000 feet of total net 
shale present within the sequence.  The top of the Tuscaloosa Massive Sand is separated 
from the top of the Injection Zone by about 1,250 feet of alternating sand and shale 
sequences, with more than 1,000 feet of total net shale present within the sequence.   
 
Subtracting 406.7 feet from 9,752 feet (approximate top of Washita-Fredericksburg 
Injection Interval), places the top of vertical migration in 10,000 years at approximately 
9,345, which is well below the top of the permitted Injection Zone which is present at about 
8,000 feet.   
 
Subtracting 406.7 feet from 9,282 feet (approximate top of the Tuscaloosa Massive Sand), 
places the top of vertical migration in 10,000 years at approximately 8,875 feet, which is 
also well below the top of the permitted Injection Zone which is present at about 8,000 
feet.  Therefore, the standard for no-migration is met for the vertical model simulation. 
 

3.8  Molecular Diffusion Through Mud Filled Boreholes 
The modeling results discussed in Section 3.7 above address the issue of vertical waste 
movement by advection-diffusion through a porous medium.  This section assesses the 
extent of vertical diffusion over 10,000 years through a mud filled borehole that could 
penetrate the Injection Zone and intersect the location of the 10,000-year plume. 
 
The calculation is conservative because it assumes that full strength waste would be at the 
location of a mud filled borehole for 10,000 years.  Also, the calculation employs a 
tortuosity of 0.5 and porosity of 0.9 for the drilling mud.  This provides the maximum 
calculated vertical diffusion distance for the given molecular diffusivity.   
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The vertical extent of molecular diffusion through a mud filled borehole which penetrates 
the waste plume present in the Washita-Fredericksburg Injection Interval was calculated 
from the following solution (Freeze and Cherry, 1979) to Fick’s second law: 
 











tD
zerfc

C
tzC

*
0 4

),(  

where: 
 

 C(z,t) = concentration at location z and time t ; 
 Co =  initial concentration at t = 0, z = 0; 
 C(z,t)/Co = 1 x 10-9 for the Chemours facility’s waste 
 C(z,t)/Co = 1 x 10-8 for the Chemours facility’s waste (Tuscaloosa Massive Sand) 
 z = diffusive extent = quantity to be calculated; 
 t = time = 10,000 years; 

 Do = molecular diffusivity of chromium in water = 1.61 x 10-8 m2/sec = 5.47 ft2/yr; 
 G = geometric correction factor = 0.5 for tortuosity x 0.9 porosity (drilling mud) 
 D* = Dox G = 2.462 ft2/yr 
 

As demonstrated in the above equation, the vertical diffusive distance is a function of the 
concentration reduction factor and the molecular diffusivity of the compound in water.  As 
reported previously, chromium had the highest molecular diffusivity in water for the 
chemical species of interest to this demonstration.  The concentration reduction factor 
necessary to reach the health based limit given the petitioned concentration for lead is 1.00 
x 10-8.  Both the molecular diffusivity for chromium and the concentration reduction factor 
for lead are the most conservative values for the waste constituents considered in this 
demonstration (Table 3-8 includes actual Vertical Diffusion Distance Through a Mud-
Filled Borehole for each waste constituent for the maximum request waste concentration).  
The diffusive contaminant transport through a mud-filled borehole which penetrates the 
waste plume in the Washita-Fredericksburg Injection Interval was calculated as follows: 
 

1.00𝑥10−9 = 1 − 𝑒𝑟𝑓 [
𝑧

√(4)(2.462)(10,000)
] 

 
0.999999999 = 𝑒𝑟𝑓 [

𝑧

313.8
] 

 
from error function tables;  
 

4.32 =
𝑧

313.8
 

 
z diffusion = 1,356 feet 
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Subtracting 1,356 feet from 9,752 feet (approximate top of Washita-Fredericksburg 
Injection Interval), places the top of vertical migration in 10,000 years at approximately 
8,396, which is well the top of the permitted Injection Zone which is present at about 8,000 
feet.  Therefore, the standard for no-migration from the Washita-Fredericksburg Injection 
Interval is met for the vertical model simulation with respect to a mud-filled borehole. 
 
Although the concentration reduction factors employed in all other plume delineation and 
vertical migration calculations is 1.00 x 10-9, the actual concentration reduction factor of 
1.00 x 10-8 is used for the Tuscaloosa Massive Sand.  The diffusive contaminant transport 
through a mud-filled borehole which penetrates a waste plume present in the Tuscaloosa 
Massive Sand was calculated as follows: 
 

1.00𝑥10−8 = 1 − 𝑒𝑟𝑓 [
𝑧

√(4)(2.462)(10,000)
] 

 
0.99999999 = 𝑒𝑟𝑓 [

𝑧

313.8
] 

 
from error function tables;  
 

4.052 =
𝑧

313.8
 

 
z diffusion = 1,272 feet 

 
Subtracting 1,272 feet from 9,282 feet (approximate top of the Tuscaloosa Massive Sand), 
places the top of vertical migration in 10,000 years at approximately 8,010 feet, which is 
10 feet below the top of the permitted Injection Zone which is present at about 8,000 feet.  
Therefore, the standard for no-migration from the Tuscaloosa Massive Sand would be met 
for the vertical model simulation with respect to a mud-filled borehole. 
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3.9  Reservoir Modeling Conclusions 
This modeling effort provides a demonstration of "no-migration" in accordance with 
applicable regulations.  This has been accomplished by demonstrating that the Chemours 
facility’s injected waste will not migrate out of the Injection Zone and will be contained 
both vertically and laterally within the Injection Zone for a period of at least 10,000 years. 
 
The modeling accounts for: (1) Injection Interval pressurization during the operational 
period; (2) end-of-operations light density injectate lateral waste transport; (3) post-
operation light density injectate 10,000-year lateral waste transport; (4) end-of-operations 
heavy density injectate lateral waste transport; (5) post-operation heavy density injectate 
10,000-year lateral waste transport; and (6) vertical waste transport.  Conservative 
numerical and analytical models have been constructed and used to determine the 
maximum pressure buildup, and lateral and vertical waste transport distances.  The 
modeling results demonstrate that no harm or impairment to the environment will occur 
from continued injection operations at the Chemours facility, through either endangerment 
(Injection Interval pressurization), lateral waste transport (up-dip or down-dip) or vertical 
waste transport.   
 
For the Washita-Fredericksburg Injection Interval, lateral (low density) plume migration is 
depicted on Plates 3-1 and 3-2.  The low density injectate model results (Chemours WF-
LD Lat) indicate that, for a 9-order magnitude reduction in the initial concentration, the 
end-of-operations (12/31/2050) is approximately 21,500 feet in diameter.  In 10,000 years, 
the light density waste plume extends 32,000 feet up-gradient and 18,000 feet down-
gradient (measured from the Well No. 4 well location).  The 10,000-year waste plume (9-
order magnitude reduction in concentration) extends about 14,000 feet to the southwest 
and 16,000 feet northeast from Well No. 4 
 
For the Tuscaloosa Massive Sand, lateral (low density) plume migration is depicted on 
Plates 3-3 and 3-4.  The low density injectate model results (Chemours TMS-LD Lat) 
indicate that, for a 9-order magnitude reduction in the initial concentration, the end-of-
operations (12/31/2050) is approximately 18,250 feet in diameter.  In 10,000 years, the 
light density waste plume extends 34,500 feet up-gradient and 13,500 feet down-gradient 
(measured from the Well No. 4 well location).  The 10,000-year waste plume (9-order 
magnitude reduction in concentration) extends about 13,500 feet to the southwest and 
6,000 feet northeast from Well No. 4. 
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For the Washita-Fredericksburg Injection Interval, lateral (high density) plume migration 
is depicted on Plates 3-5 and 3-6.  The high density injectate model results (Chemours WF-
HD Lat) indicate that, for a 9-order magnitude reduction in the initial concentration, the 
end-of-operations (12/31/2050) is approximately  21,500 feet in diameter.  In 10,000 years, 
the high density waste plume extends 96,000 feet down-gradient (measured from the Well 
No. 4 well location).  The 10,000-year waste plume (9-order magnitude reduction in 
concentration) extends about 11,000 feet to the southwest and 10,500 feet northeast from 
Well No. 4. 
 
For the Tuscaloosa Massive Sand, lateral (high density) plume migration is depicted on 
Plates 3-7 and 3-8.  The high density injectate model results (Chemours TMS-HD Lat) 
indicate that, for a 9-order magnitude reduction in the initial concentration, the end-of-
operations (12/31/2050) is approximately 18,500 feet in diameter.  In 10,000 years, the 
waste plume extends 82,500 feet down-gradient (measured from the Well No. 4 well 
location).  The 10,000-year waste plume (9-order magnitude reduction in concentration) is 
about 28,000 feet wide after 10,000 years of waste plume migration. 
 
Washita-Fredericksburg Injection Interval pressure buildup isopleths are depicted on 
Figures 3-17, 3-18 and 3-19.  The calculated COI is defined as that area around the 
Chemours injection well(s) within which the modeled reservoir pressure increase due to 
injection operations exceeds 254 psi.  For the SWIFT pressure model run Chemours WF 
Prs, the largest COI is observed (largest areal extent of the COI for all of the Washita-
Fredericksburg reservoir pressure models or for the Tuscaloosa Massive Sand reservoir 
pressure models).  For Chemours WF Prs, the maximum predicted flowing bottom-hole 
grid block pressure at the location of Well No. 5 on December 31, 2050 is 5,394 psi.  The 
maximum predicted flowing bottom-hole well bore pressure on December 31, 2050 is 
5,530 psi.  The pre-injection native static reservoir pressure at the location of Well No. 5 
is 4,563 psi.  Therefore, the pressure buildup in the grid block cell is no more than 831 psi 
and the pressure buildup predicted at the well is no more than 967 psi. 
 
The predicted increase at a radius of 2.0-mile radius Area of Review is approximately 360 
psi (northeast and southeast of the wells).  The COI extends approximately 23,100 feet 
from the Chemours injection wells.  At the end of the model period (year-end 2050), the 
Cone of Influence extends approximately 12,500 feet beyond the 2.0-mile radius Area of 
Review.   
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As indicated in the previous paragraph, the largest COI is observed in the Washita-
Fredericksburg reservoir pressure models.  Of the three (3) reservoir pressure buildup 
scenarios for the Tuscaloosa Massive Sand, Chemours TMS Prs results in the largest areal 
extent of reservoir pressure buildup.  The COI includes the area within the pressure isopleth 
representing a 244 psi increase in reservoir pressure.  The predicted increase at a radius of 
2.0-mile radius Area of Review is no more than 135 psi (see Figure 3-21).  However, at the 
end of the model period (year-end 2050) the COI extends no farther than 500 feet from the 
wellbore. 
 
A conservative analytical model was used to determine the vertical advective transport 
resulting from the pressure buildup during the historical and projected operational periods.  
The results indicate that the vertical advective transport during the operational period 
would be 2.7 feet above the Washita-Fredericksburg Injection Interval.  In addition, 404 
feet of vertical migration was calculated by the 10,000-year molecular diffusion analytical 
model for chromium, for a total modeled predicted vertical migration in 10,000 years of 
406.7 feet above the top of Washita-Fredericksburg Injection Interval.  Subtracting 406.7 
feet from 9,752 feet (approximate top of Washita-Fredericksburg Injection Interval), places 
the top of vertical migration in 10,000 years at approximately 9,345 feet, which is well 
below the top of the permitted Injection Zone which is present at about 8,000 feet.  In 
addition, subtracting 406.7 feet from 9,282 feet (approximate top of the Tuscaloosa 
Massive Sand), places the top of vertical migration in 10,000 years at approximately 8,875 
feet, which is also well below the top of the permitted Injection Zone which is present at 
about 8,000 feet.  Therefore, the standard for no-migration is met for the vertical model 
simulation. 
 
A conservative analytical model was used to determine the vertical transport resulting from 
the vertical migration through a mud-filled borehole which penetrates the waste plume 
present in the Washita-Fredericksburg Injection Interval.  The results indicate that the 
vertical transport during the 10,000-year modeled timeframe would be 1,249 feet above 
the top of the Washita-Fredericksburg Injection Interval.  The vertical migration was 
calculated by the 10,000-year molecular diffusion analytical model for chromium (worst 
case constituent).  Subtracting 1,249 feet from 9,752 feet (approximate top of Washita-
Fredericksburg Injection Interval), places the top of vertical migration in 10,000 years at 
approximately 8,503 feet, which is below the top of the permitted Injection Zone which is 
present at about 8,000 feet.  Therefore, the standard for no-migration from the Washita-
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Fredericksburg Injection Interval is met for the vertical model simulation with respect to a 
mud-filled borehole.   
 
A conservative analytical model was also used to determine the vertical transport resulting 
from the vertical migration through a mud-filled borehole which penetrates a waste plume 
present in the Tuscaloosa Massive Sand.  The results indicate that the vertical transport 
during the 10,000-year modeled timeframe would be 1,272 feet above the top of the 
Tuscaloosa Massive Sand.  Subtracting 1,272 feet from 9,282 feet (approximate top of the 
Tuscaloosa Massive Sand), places the top of vertical migration in 10,000 years at 
approximately 8,010 feet, which is 10 feet below the top of the permitted Injection Zone 
which is present at about 8,000 feet.  Therefore, the standard for no-migration from the 
Tuscaloosa Massive Sand is met for the vertical model simulation with respect to a mud-
filled borehole. 
 
In conclusion, the modeling results demonstrate no harm to the environment will occur 
from continued operations at the facility resulting from endangerment or migration of 
waste.  All the artificial penetrations located within the boundaries of the waste plumes are 
plugged or constructed to prevent the migration of waste from the Injection Zone to satisfy 
the no-migration standard. 
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TABLE 3-1

SWIFT MODEL PARAMETER VALUES

PARAMETER SYMBOL, UNITS SWIFT MNEMONIC
NATIVE FORMATION FLUID
Specific Gravity γ (at reference temperature) 1.097 1.098
Density ρ (T, P), lb/ft3 (at reference temperature) BWRN 68.49 68.55
Viscosity µ (T, P), cP (at reference temperature) VISRR 0.405 0.418
Compressibility C (T, P), psi-1 CW 2.33E-06 2.31E-06

WASTE, Least Dense
Specific Gravity γ (at reference temperature) 1.00 1.00
Density ρ (T, P), lb/ft3 (at reference temperature) BWRI 62.43 62.43
Viscosity µ (T, P), cP (at reference temperature) VISIR 0.231 0.240

WASTE, Average Density
Specific Gravity γ (at surface conditions) 1.20 1.20
Density ρ (T, P), lb/ft3 (at reference temperature) BWRI 71.80 71.92
Viscosity µ (T, P), cP (at reference temperature) VISIR 0.482 0.497

WASTE, Most Dense
Specific Gravity γ (T/60, P) [γ 60/60, 1 atm; surface):  1.30 1.30
Density ρ (T, P), lb/ft3 (at reference temperature) BWRI 81.16 81.16
Viscosity µ (T, P), cP (at reference temperature) VISIR 0.482 0.497

INJECTION INTERVAL
Reference Depth D, ft (subsea) HINIT 9,889 9,512
Initial Pressure (at reference depth) P, psia PBWR, PINIT 4,581 4,406
Temperature (at reference depth) T, ° F TBWR, TRR, TIR, TD, TO 243.6 236.4
Hydraulic Conductivity
     Plume movement: K (kρ/µ), feet/day KX, KY 3.716 5.405
     Pressurization: K (kρ/µ), feet/day KX, KY 1.561 3.243
Rock Density ρ, lb/ft3 BROCK 165 165
Porosity φ PHI 0.24 0.25
Rock Compressibility C, psi-1 CR 3.20E-06 3.20E-06
Dispersivity 
     Longitudinal αL, feet ALPHL 50 50
     Transverse αT, feet ALPHT 5 5
Molecular Diffusivity (effective) D*,  ft2 /d (D* = D° τ φ) DMEFF 2.32E-03 2.46E-04
Molecular Diffusivity (free water) D°, ft 2 /d (free water) 1.49E-02 1.49E-02
Tortuosity
     Sand τ 0.24 0.25
     Shale τ 0.07 0.07
Thickness ft DELZ(K), UTH 200 160
Well Index ft2/day WI
     High Conductivity (Well No. 4) ft2/day WI 958.7 1,743.1
     Low Conductivity (Well No. 4) ft2/day WI 402.7 1,045.8
Carter-Tracy Boundary
     Permeability-Thickness (high conductivity) Kh KH 383.6 895.8
     Permeability-Thickness (low conductivity) Kh KH 161.2 537.5
     Porosity-Thickness φh PHIH 25 41
Coefficient of thermal expansion °F-1 CTW 0.00 0.00
Fluid heat capacity BTU/lb-°F CPW 1 1
Rock heat capacity BTU/lb-°F CPR 1 1
Thermal conductivity BTU/ft-d-°F UKTX, UKTY, UKTZ 116 116

Washita-
Fredericksburg

Tuscaloosa Massive 
Sand
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TABLE 3-2

WASHITA-FREDERICKSBURG RESERVOIR TEST RESULTS

k
(mD)

h
(ft)

µ

(cP)
kh/µ

(mD-ft/cP)
2015 3 422.7 160 0.42 161,029
2014 2 135.8 160 0.42 51,733
2013 5 64.0 160 0.42 24,381
2012 4 89.9 160 0.60 23,973
2011 3 330.0 160 0.42 125,714
2010 2 147.5 160 0.42 54,324
2009 5 86.0 160 0.42 56,190
2008 4 142.6 160 0.42 54,324
2007 3 236.3 160 0.42 90,019
2006 2 144.1 160 0.42 54,895
2005 5 223.3 160 0.42 85,074
2004 4 186.0 160 0.42 70,857
2003 3 158.2 160 0.42 60,247
2002 2 319.9 160 0.42 121,867
2001 5 189.8 160 0.42 72,305
2000 4 142.3 160 0.42 54,201
1999 3 170.0 160 0.60 45,333

Values Measured From Well Test

Test Date Well No.
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TABLE 3-3

DELISLE PLANT BOTTOM-HOLE PRESSURE MEASUREMENTS IN MONITORING WELL NO. 1 

Test Well No. Date Stabilized Pressure
Reading @ Depth

Pressure Gradient
(psi/ft)

Calculated
Pressure at

9,850'* (psia)
Well No. 1 1974** 4,626 psia @ 9,893 ft. 0.4670 4,606

Sep-92 4,580 psia @ 9,775 ft. 0.4685 4,615
Dec-92 4,553 psia @ 9,760 ft. 0.4665 4,595
Dec-92 4,516 psia @ 9,760 ft. 0.4627 4,558

* Assumes midpoint of Washita-Fredericksburg Sand at 9,850 ft
** Original measured formation pressure from DST values
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TABLE 3-4

WASHITA-FREDERICKSBURG HISTORICAL BOTTOMHOLE PRESSURE SURVEY DATA

Date Well
No.

Stabilized Pressure
Reading @ Depth

Static Pressure
(psia)*

April 2015 3 4,719 psia @ 9,740 ft. 4,750
April 2014 2 4,699 psia @ 9,748 ft. 4,751
May 2013 5 4,619 psia @ 9,685 ft. 4,707
April 2012 4 5,070 psia @ 9,748 ft. 5,122
April 2011 3 4,679 psia @ 9,794 ft. 4,707
April 2010 2 4,620 psia @ 9,643 ft 4,675
April 2009 5 4,579 psia @ 9,685 ft. 4,679
April 2008 4 4,627 psia @ 9,746 ft. 4,680

March 2007 3 4,636 psia @ 9,730 ft. 4,696
April 2006 2 4,639 psia @ 9,748 ft. 4,690

March 2005 5 4,665 psia @ 9,730 ft. 4,726
March 2004 4 4,704 psia @ 9,750 ft. 4,755

February 2003 3 4,618 psia @ 9,800 ft 4,644
March 2002 2 4,661 psia @ 9,775 ft. 4,699
May 2001 5 4,613 psia @ 9,743 ft. 4,668
April 2000 4 4,623 psia @ 9,737 ft. 4,681
April 1999 3 4,618 psia @ 9,800 ft. 4,643

March 1998 2 4,610 psia @ 9,775 ft. 4,648
September 1997 5 4,564 psia @ 9,743 ft. 4,618

April 1996 5 4,547 psia @ 9,743 ft. 4,602
December 1996 4 4,572 psia @ 9,750 ft. 4,628

March 1995 5 4,430 psia @ 9,500 ft. 4,593
November 1995 2 4,599 psia @ 9,842 ft. 4,603
December 1995 4 4,569 psia @ 9,750 ft. 4,620

May 1994 5 4,473 psia @ 9,750 ft. 4,519
July 1994 4 4,617 psia @ 9,670 ft. 4,703

September 1993 4 4,581 psia @ 9,736 ft. 4,635
December 1992 4 4,249 psia @ 9,207 ft. 4,546
December 1992 2 4,277 psia @ 9,272 ft. 4,563
November 1989 4 4,523 psia @ 9,750 ft. 4,568

1974 ** 1** 4,626 psia @ 9,893 ft. ** 4,606 **
* Corrected to the reference depth of 9,850 feet
** Data from Drill Stem Formation Pressure Test measurement taken during drilling of Well No. 1
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TABLE 3-5

DELISLE PLANT BOTTOM-HOLE PRESSURE MEASUREMENTS IN

PLANT WELL NOS. 2 AND 3 

Test Well No. Date Stabilized Pressure
Reading @ Depth

True Vertical
Depth (TVD)

Pressure
Gradient

(psi/ft)

Calculated
Pressure at

9,850 ft* (psia)
Well No. 2 Dec-92 4,277 psia @ 9,272 ft 9232 ft 0.4633 4,563

Aug-93 4,586 psia @ 9,787 ft 9743 ft 0.4707 4,637
Mar-95 4,315 psia @ 9,272 ft 9232 ft 0.4674 4,604
Nov-95 4,599 psia @ 9,842 ft 9808 ft 4,603
Mar-98 4,610 psia @ 9,775 ft 9741 ft 4,648
Mar-02 4,661 psia @ 9,775 ft 9741 ft 0.5093 4,699
Apr-06 4,639 psia @ 9,748 ft 9759 ft 0.5012 4,690
Apr-10 4,620 psia @ 9,643 ft 9609 ft 0.5064 4,675
Apr-14 4,699 psia @ 9,748 ft 9759 ft 0.5033 4,751

Well No. 3 Nov-89 4,501 psia @ 9,750 ft 9696 ft 0.4642 4,573
Dec-92 4,251 psia @ 9,238 ft 9189 ft 0.4626 4,557
Dec-92 4,238 psia @ 9,238 ft 9189 ft 0.4612 4,543
Dec-92 4,252 psia @ 9,238 ft 9189 ft 0.4627 4,558
Dec-92 4,215 psia @ 9,238 ft 9189 ft 0.4587 4,518
Sep-93 4,544 psia @ 9,767 ft 9713 ft 0.4678 4,608
Apr-99 4,618 psia @ 9,800 ft 9745 ft 4,643
Feb-03 4,618 psia @ 9,800 ft 9745 ft 0.5088 4,644
Mar-07 4,636 psia @ 9,730 ft 9675 ft 0.5044 4,696
Apr-11 4,679 psia @ 9,794 ft 9739 ft 0.5013 4,707
Apr-15 4,719 psia @ 9,740 ft 9686 ft 0.5250 4,750

* Assumes midpoint of Washita-Fredericksburg Sand at 9,850 ft
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TABLE 3-6

DELISLE PLANT BOTTOM-HOLE PRESSURE MEASUREMENTS IN

PLANT WELL NOS. 4 AND 5 

Test Well No. Date Stabilized Pressure
Reading @ Depth

Pressure
Gradient

(psi/ft)

Calculated
Pressure at

9,850 ft* (psia)
Well No. 4 Nov-89 4,523 psia @ 9,750 ft 0.4639 4,568

Dec-92 4,249 psia @ 9,207 ft 0.4615 4,546
Sep-93 4,581 psia @ 9,736 ft 0.4705 4,635
Jul-94 4,617 psia @ 9,670 ft 0.4775 4,703
Mar-95 4,315 psia @ 9,207 ft 0.4687 4,616
Dec-95 4,569 psia @ 9,750 ft 0.5100 4,620
Dec-96 4,572 psia @ 9,750 ft 0.5600 4,628
Apr-00 4,623 psia @ 9,737 ft 0.5133 4,681
Mar-04 4,704 psia @ 9,750 ft 0.5106 4,755
Apr-08 4,627 psia @ 9,746 ft 0.5098 4,680
May-12 5,093 psia @ 9,750 ft 0.5090 5,122

Well No.5 May-94 4,473 psia @ 9,750 ft 0.4588 4,519
Mar-95 4,430 psia @ 9,500 ft 0.4663 4,594
Apr-96 4,547 psia @ 9,743 ft 0.5140 4,602
Sep-97 4,564 psia @ 9,743 ft 0.5047 4,618
May-01 4,613 psia @ 9,743 ft 0.5140 4,668
Mar-05 4,665 psia @ 9,730 ft 0.5106 4,726
Apr-09 4,579 psia @ 9,685 ft 0.5041 4,679
May-13 4,619 psia @ 9,685 ft 0.5192 4,707

* Assumes midpoint of Washita-Fredericksburg Sand at 9,850 ft

* Assumes midpoint of Washita-Fredericksburg Sand at 9,850 ft
** Original measured formation pressure from DST values
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TABLE 3-7

FORMATION TEMPERATURE VALUES AT DELISLE PLANT

(Graph of Temperature Data in Figure 7-5)

Depth
(ft)

Temperature
(°F) Data Source

0 70 Estimate
3,808 130 Well No. 1 DST #1
4,505 140 Well No. 1 DST #4
9,410 190 Well No. 1 DST #5
9,865 215 Well No. 1 DST #6
9,535 184 Electrical Log, Well No. 1
10,025 181 Electrical Log, Well No. 2
10,057 179 Electrical Log, Well No. 3
10,045 180 Electrical Log, Well No. 4
9,352 183 Electrical Log, Well No. 5
10,050 183 Electrical Log Well No. 5
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TABLE 3-8

VERTICAL DIFFUSION DISTANCES FOR PETITIONED CONSTITUENTS THROUGH
FORMATION AND MUD-FILLED BOREHOLES

Injected Fluid Concentration Molecular Molecular Effective Diffusion Effective Diffusion Effective Diffusion Vertical Diffusion Vertical Diffusion
 Land Ban Detection Maximum Reduction Diffusivity Diffusivity Coefficient in Coefficient in Coefficient in Distance Through Distance Through

Health Based Limit (1) Concentration Factor In Water In Water  Injection Interval Containment Interval Mud Filled Borehole Containment Interval Mud-Filled Borehole
Limit (mg/L) (mg/L)  (2) (mg/L) (C/Co) (3) (cm2/sec) (ft2/day) (ft2/day) (ft2/day) (ft2/day) (ft) (ft)

Arsenic D004 5.0E-02 100,000 5.0E-07 1.54E-04 1.43E-02 2.23E-03 5.71E-04 6.43E-03 324 1088
Barium D005 2.0E+00 100,000 2.0E-05 4.39E-05 4.08E-03 6.37E-04 1.63E-04 1.84E-03 147 493
Cadmium D006 5.0E-03 100,000 5.0E-08 5.17E-05 4.81E-03 7.50E-04 1.92E-04 2.16E-03 209 702
Chromium D007 1.0E-01 100,000 1.0E-06 1.61E-04 1.49E-02 2.33E-03 5.97E-04 6.72E-03 322 1081
Lead D008 1.0E-03 100,000 1.0E-08 7.52E-05 6.99E-03 1.09E-03 2.80E-04 3.15E-03 254 851
Mercury D009 2.0E-03 100,000 2.0E-08 6.20E-05 5.76E-03 8.99E-04 2.31E-04 2.59E-03 230 771
Selenium D010 5.0E-02 100,000 5.0E-07 1.68E-04 1.56E-02 2.44E-03 6.26E-04 7.04E-03 339 1139
Silver D011 5.0E-03 100,000 5.0E-08 7.52E-05 6.99E-03 1.09E-03 2.80E-04 3.15E-03 252 847

RfD - Reference Dose
RSD- Risk Specific Dose

MCL taken from Drinking Water Regulations and Health Advisories, 10/96.

RFD and RSD taken from IRIS, 3/97.
RfD (mg/L) = RfD (mg/kg/day) x 70 kg / 2L/day

(1) The Practical Quantitation Limit (PQL) was employed
       when available, using a ground water matrix.

(2) Maximum yearly averages.  See Appendix K for measured concentrations in waste stream.

(3) Calculated using methodology given by Johnson and others (1989), p. 347.
       Molecular diffusivity of inorganic constituents with multiple valences calculated using highest valence ion (Daniel & Shackleford, 1988)

VERTICAL MIGRATION MOLECULAR DIFFUSION DISTANCES

Chemical
Name

Waste
Codes
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TABLE 3-9

COMPILATION OF MONTHLY PLANT WELL INJECTION RATES (IN GALLONS PER MINUTE)

Month

Inj. Well 2

MSI-1001

(GPM)

Inj. Well 3

MSI-1001

(GPM)

Inj. Well 4

MSI-1001

(GPM)

Inj. Well 5

MSI-1001

(GPM)

Month

Inj. Well 2

MSI-1001

(GPM)

Inj. Well 3

MSI-1001

(GPM)

Inj. Well 4

MSI-1001

(GPM)

Inj. Well 5

MSI-1001

(GPM)

Month

Inj. Well 2

MSI-1001

(GPM)

Inj. Well 3

MSI-1001

(GPM)

Inj. Well 4

MSI-1001

(GPM)

Inj. Well 5

MSI-1001

(GPM)

Month

Inj. Well 2

MSI-1001

(GPM)

Inj. Well 3

MSI-1001

(GPM)

Inj. Well 4

MSI-1001

(GPM)

Inj. Well 5

MSI-1001

(GPM)
Oct-79 25.3 25.3 0.0 0.0 Jan-85 53.3 0.0 156.7 0.0 Jan-90 205.4 205.4 0.0 0.0 Jan-95 92.0 94.2 0.0 124.3
Nov-79 88.4 88.4 0.0 0.0 Feb-85 52.6 0.0 168.9 0.0 Feb-90 215.6 215.6 0.0 0.0 Feb-95 187.6 81.7 0.0 87.1
Dec-79 62.5 73.9 0.0 0.0 Mar-85 151.6 0.0 134.5 0.0 Mar-90 200.4 200.4 0.0 0.0 Mar-95 164.2 208.0 0.0 0.0

Jan-80 174.0 0.0 0.0 0.0 Apr-85 180.8 0.0 55.2 0.0 Apr-90 193.9 0.0 3.9 0.0 Apr-95 183.3 163.3 0.0 19.1
Feb-80 101.8 0.0 0.0 0.0 May-85 4.2 0.0 274.9 0.0 May-90 221.9 0.0 0.0 0.0 May-95 218.2 91.3 0.0 54.9
Mar-80 166.8 0.0 0.0 0.0 Jun-85 142.5 0.0 143.4 0.0 Jun-90 163.2 0.0 54.5 0.0 Jun-95 227.1 126.3 0.0 0.0
Apr-80 10.1 181.3 0.0 0.0 Jul-85 242.8 0.0 39.3 0.0 Jul-90 250.1 0.0 0.4 0.0 Jul-95 188.3 65.4 0.0 146.5
May-80 44.4 185.3 0.0 0.0 Aug-85 133.8 0.0 124.4 0.0 Aug-90 183.2 8.4 0.0 0.0 Aug-95 187.2 76.7 0.0 75.4
Jun-80 104.6 64.6 0.0 0.0 Sep-85 228.1 0.0 0.0 0.0 Sep-90 146.3 43.6 0.8 0.0 Sep-95 67.2 92.7 189.8 13.5
Jul-80 95.7 50.8 0.0 0.0 Oct-85 259.9 0.0 0.0 0.0 Oct-90 215.9 23.0 5.7 0.0 Oct-95 0.0 63.6 58.9 175.6

Aug-80 86.3 102.9 0.0 0.0 Nov-85 219.9 0.0 0.0 0.0 Nov-90 234.9 0.0 0.0 0.0 Nov-95 0.0 51.8 103.6 214.9
Sep-80 117.2 47.0 0.0 0.0 Dec-85 222.7 0.0 0.0 0.0 Dec-90 87.6 149.7 0.0 0.0 Dec-95 0.0 0.0 162.6 158.0

Oct-80 100.1 36.5 0.0 0.0 Jan-86 161.9 0.0 87.8 0.0 Jan-91 147.3 151.9 0.0 0.0 Jan-96 0.0 0.0 80.5 264.6
Nov-80 156.3 0.0 0.0 0.0 Feb-86 201.3 0.0 19.0 0.0 Feb-91 109.3 81.3 0.0 0.0 Feb-96 1.6 0.0 163.3 124.0
Dec-80 182.7 0.0 0.0 0.0 Mar-86 212.9 0.0 22.0 0.0 Mar-91 67.3 103.8 43.0 0.0 Mar-96 212.4 0.0 82.3 39.5

Jan-81 187.1 0.0 0.0 0.0 Apr-86 226.0 0.0 2.3 0.0 Apr-91 136.2 2.9 86.4 0.0 Apr-96 90.3 0.0 141.5 84.7
Feb-81 171.0 21.8 0.0 0.0 May-86 171.7 0.0 79.5 0.0 May-91 30.2 0.0 213.4 0.0 May-96 288.2 0.0 47.5 51.2
Mar-81 149.5 0.0 0.0 0.0 Jun-86 13.3 0.0 251.5 0.0 Jun-91 67.9 98.9 90.6 0.0 Jun-96 163.7 0.0 130.8 46.5
Apr-81 123.5 86.3 0.0 0.0 Jul-86 0.0 0.0 300.1 0.0 Jul-91 90.1 114.7 47.8 0.0 Jul-96 259.4 0.0 68.1 22.7
May-81 100.8 129.1 0.0 0.0 Aug-86 142.0 0.0 120.5 0.0 Aug-91 77.8 6.5 122.8 0.0 Aug-96 257.5 0.0 105.0 72.0
Jun-81 28.8 172.6 0.0 0.0 Sep-86 206.5 0.0 0.2 0.0 Sep-91 226.4 29.3 69.2 0.0 Sep-96 263.4 0.0 43.0 73.9
Jul-81 4.4 171.9 0.0 0.0 Oct-86 129.8 0.0 92.4 0.0 Oct-91 164.9 172.2 1.9 0.0 Oct-96 240.0 0.0 206.1 0.0

Aug-81 76.3 111.1 0.0 0.0 Nov-86 115.3 121.9 45.8 0.0 Nov-91 12.5 170.2 118.0 0.0 Nov-96 265.7 0.0 88.9 0.5
Sep-81 152.3 38.6 0.0 0.0 Dec-86 133.4 36.5 71.8 0.0 Dec-91 0.0 111.9 221.6 0.0 Dec-96 353.0 0.0 62.0 19.9

Oct-81 115.3 58.0 0.0 0.0 Jan-87 76.4 127.5 14.9 0.0 Jan-92 117.4 220.4 337.8 0.0 Jan-97 256.3 0.0 201.8 0.3
Nov-81 13.3 167.7 0.0 0.0 Feb-87 81.1 26.0 58.6 0.0 Feb-92 134.5 184.2 318.8 0.0 Feb-97 215.8 0.0 112.0 85.1
Dec-81 68.5 10.5 0.0 0.0 Mar-87 85.5 139.0 0.0 0.0 Mar-92 190.9 110.5 301.5 0.0 Mar-97 302.3 0.0 194.0 0.7

Jan-82 126.5 22.9 0.0 0.0 Apr-87 33.2 187.8 9.9 0.0 Apr-92 17.5 205.5 150.7 0.0 Apr-97 178.2 0.0 167.8 139.0
Feb-82 23.2 152.3 0.0 0.0 May-87 0.5 250.7 0.0 0.0 May-92 270.5 33.7 84.2 0.0 May-97 326.9 0.0 103.7 3.2
Mar-82 75.1 130.5 0.0 0.0 Jun-87 88.1 125.8 15.0 0.0 Jun-92 202.7 46.8 43.2 0.0 Jun-97 271.5 0.0 132.2 11.0
Apr-82 25.3 126.3 0.0 0.0 Jul-87 155.3 58.3 7.4 0.0 Jul-92 245.1 41.3 110.2 0.0 Jul-97 276.4 0.0 71.7 77.9
May-82 40.7 160.9 0.0 0.0 Aug-87 104.1 0.0 165.9 0.0 Aug-92 269.1 64.0 4.7 0.0 Aug-97 305.5 0.0 64.9 35.3
Jun-82 16.1 102.5 0.0 0.0 Sep-87 175.0 0.0 0.0 0.0 Sep-92 252.6 15.2 109.8 0.0 Sep-97 152.5 0.0 51.5 243.7
Jul-82 130.1 58.5 0.0 0.0 Oct-87 253.6 0.0 0.0 0.0 Oct-92 254.1 17.7 76.7 0.0 Oct-97 173.4 0.0 97.5 162.9

Aug-82 172.9 45.6 0.0 0.0 Nov-87 219.2 0.0 9.2 0.0 Nov-92 246.3 51.2 91.4 0.0 Nov-97 135.0 0.0 111.8 167.0
Sep-82 141.8 32.0 0.0 0.0 Dec-87 239.5 0.0 14.7 0.0 Dec-92 159.2 3.2 89.4 0.0 Dec-97 261.7 0.0 80.8 0.0

Oct-82 62.7 158.1 0.0 0.0 Jan-88 219.1 3.8 18.0 0.0 Jan-93 267.0 21.1 176.6 0.0 Jan-98 49.7 0.0 73.1 324.8
Nov-82 212.2 40.2 0.0 0.0 Feb-88 162.3 0.0 72.7 0.0 Feb-93 257.9 78.1 44.8 0.0 Feb-98 179.4 0.0 93.6 159.1
Dec-82 95.4 7.0 0.0 0.0 Mar-88 252.9 0.0 0.0 0.0 Mar-93 229.9 26.7 211.8 0.0 Mar-98 190.8 0.0 48.5 198.9

Jan-83 119.1 32.3 142.7 0.0 Apr-88 244.9 0.0 0.0 0.0 Apr-93 244.3 74.8 98.2 0.0 Apr-98 35.6 0.0 0.0 447.6
Feb-83 147.1 44.9 37.2 0.0 May-88 285.2 0.0 0.0 0.0 May-93 284.0 55.2 23.3 0.0 May-98 112.5 0.0 40.4 226.7
Mar-83 154.4 0.0 88.7 0.0 Jun-88 257.8 0.0 0.3 0.0 Jun-93 284.8 16.2 87.6 0.0 Jun-98 109.1 0.0 65.8 295.8
Apr-83 102.0 0.0 122.8 0.0 Jul-88 240.3 0.0 0.0 0.0 Jul-93 171.6 139.1 45.4 0.0 Jul-98 123.0 0.0 2.6 283.5
May-83 138.9 69.5 0.0 0.0 Aug-88 255.4 0.0 0.0 0.0 Aug-93 212.6 0.0 163.0 0.0 Aug-98 81.7 0.0 20.7 367.3
Jun-83 140.1 8.4 77.9 0.0 Sep-88 255.2 9.6 0.0 0.0 Sep-93 201.8 0.6 128.5 0.0 Sep-98 78.0 0.0 0.0 330.7
Jul-83 116.5 20.6 50.1 0.0 Oct-88 261.8 0.0 0.0 0.0 Oct-93 115.5 2.2 187.6 0.0 Oct-98 269.8 0.0 177.0 0.0

Aug-83 74.6 39.1 109.9 0.0 Nov-88 236.9 0.0 0.0 0.0 Nov-93 271.8 26.6 24.6 0.0 Nov-98 247.0 0.0 99.4 174.3
Sep-83 128.0 77.9 13.1 0.0 Dec-88 207.3 0.0 0.0 0.0 Dec-93 225.7 77.1 3.0 0.0 Dec-98 105.6 0.0 97.5 178.4

Oct-83 37.7 105.7 97.1 0.0 Jan-89 196.4 0.0 0.0 0.0 Jan-94 211.1 54.8 70.1 0.0 Jan-99 95.0 0.0 115.7 274.2
Nov-83 110.4 0.0 77.4 0.0 Feb-89 197.4 0.0 0.0 0.0 Feb-94 293.3 76.1 0.0 0.0 Feb-99 212.0 0.0 194.1 180.8
Dec-83 131.5 73.0 0.0 0.0 Mar-89 209.2 0.0 0.0 0.0 Mar-94 321.2 108.0 0.0 0.0 Mar-99 288.6 0.0 135.4 52.3

Jan-84 109.0 0.0 117.7 0.0 Apr-89 226.9 0.0 0.0 0.0 Apr-94 288.6 109.5 0.0 0.0 Apr-99 165.6 0.0 155.1 193.0
Feb-84 8.0 0.0 226.7 0.0 May-89 249.2 0.0 0.0 0.0 May-94 279.5 115.8 0.0 0.0 May-99 214.5 0.0 130.9 147.5
Mar-84 245.4 0.0 0.0 0.0 Jun-89 252.1 0.0 0.0 0.0 Jun-94 299.9 129.5 0.0 0.0 Jun-99 136.2 0.0 66.9 301.6
Apr-84 32.3 0.0 194.9 0.0 Jul-89 257.5 0.0 18.5 0.0 Jul-94 256.8 123.4 0.0 0.0 Jul-99 13.6 15.6 77.3 334.7
May-84 197.7 0.0 39.3 0.0 Aug-89 246.8 0.0 0.0 0.0 Aug-94 240.7 72.2 0.0 1.1 Aug-99 101.2 0.0 82.7 309.8
Jun-84 166.1 0.0 82.8 0.0 Sep-89 255.7 0.0 0.0 0.0 Sep-94 153.5 120.4 0.0 115.1 Sep-99 45.9 0.0 73.1 332.7
Jul-84 51.2 0.0 189.2 0.0 Oct-89 279.6 0.0 0.0 0.0 Oct-94 0.5 49.8 0.0 325.0 Oct-99 160.4 0.0 98.2 256.7

Aug-84 98.9 0.0 128.7 0.0 Nov-89 217.3 0.0 0.0 0.0 Nov-94 124.0 46.4 0.0 144.2 Nov-99 178.1 0.0 96.0 235.1
Sep-84 10.5 0.0 214.7 0.0 Dec-89 210.8 0.0 0.0 0.0 Dec-94 209.8 0.0 0.0 138.3 Dec-99 187.4 0.0 97.7 240.4

Oct-84 128.2 0.0 119.1 0.0
Nov-84 143.6 0.0 118.6 0.0
Dec-84 114.9 0.0 142.5 0.0
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TABLE 3-9

COMPILATION OF MONTHLY PLANT WELL INJECTION RATES (IN GALLONS PER MINUTE)

Month

Inj. Well 2

MSI-1001

(GPM)

Inj. Well 3

MSI-1001

(GPM)

Inj. Well 4

MSI-1001

(GPM)

Inj. Well 5

MSI-1001

(GPM)

Month

Inj. Well 2

MSI-1001

(GPM)

Inj. Well 3

MSI-1001

(GPM)

Inj. Well 4

MSI-1001

(GPM)

Inj. Well 5

MSI-1001

(GPM)

Month

Inj. Well 2

MSI-1001

(GPM)

Inj. Well 3

MSI-1001

(GPM)

Inj. Well 4

MSI-1001

(GPM)

Inj. Well 5

MSI-1001

(GPM)

Month

Inj. Well 2

MSI-1001

(GPM)

Inj. Well 3

MSI-1001

(GPM)

Inj. Well 4

MSI-1001

(GPM)

Inj. Well 5

MSI-1001

(GPM)
Jan-00 52.3 0.0 59.1 309.6 Jan-05 232.8 315.0 186.0 0.0 Jan-10 228.4 104.5 0.0 366.6 Jan-15 148.1 67.8 313.2 180.9
Feb-00 173.8 0.0 97.7 172.8 Feb-05 76.2 233.2 200.4 197.1 Feb-10 295.7 167.1 19.0 182.4 Feb-15 36.5 233.2 25.0 372.3
Mar-00 206.9 7.3 177.7 217.1 Mar-05 51.1 130.8 230.6 319.3 Mar-10 273.2 149.6 144.0 232.3 Mar-15 129.9 102.7 13.8 379.5
Apr-00 156.1 300.4 0.4 111.2 Apr-05 1.7 88.0 317.7 312.0 Apr-10 113.7 202.6 105.7 303.7 Apr-15 119.0 168.1 155.9 303.4
May-00 73.6 384.7 101.6 6.0 May-05 31.9 306.2 43.6 372.3 May-10 0.0 283.0 0.0 439.2 May-15 299.1 182.3 242.9 0.0
Jun-00 66.0 0.0 101.3 311.8 Jun-05 165.7 128.3 215.5 240.8 Jun-10 216.1 191.7 194.6 105.5 Jun-15 285.0 157.8 253.3 0.0
Jul-00 0.0 330.5 212.4 68.2 Jul-05 11.0 203.8 317.7 312.0 Jul-10 188.1 22.6 146.5 325.9 Jul-15 278.9 189.9 289.5 0.0

Aug-00 60.1 349.6 7.4 107.2 Aug-05 26.9 144.4 202.8 315.8 Aug-10 44.1 160.6 197.3 418.8 Aug-15 254.5 157.2 236.6 0.0
Sep-00 63.9 124.6 7.4 317.8 Sep-05 0.0 0.0 0.0 0.0 Sep-10 170.4 199.4 197.1 161.2 Sep-15 281.2 56.2 279.0 33.1
Oct-00 0.0 249.3 136.0 159.1 Oct-05 0.0 0.0 0.0 0.0 Oct-10 216.1 89.2 195.4 304.0 Oct-15 176.0 101.0 183.2 209.8
Nov-00 223.7 31.8 67.5 116.7 Nov-05 0.0 0.0 0.0 0.0 Nov-10 262.1 0.0 73.0 363.9 Nov-15 284.3 132.0 149.9 0.0
Dec-00 149.0 150.2 67.5 33.6 Dec-05 2.1 0.0 0.0 0.0 Dec-10 260.2 168.2 363.9 86.1 Dec-15 360.7 105.8 278.2 40.4

Jan-01 55.7 293.4 50.7 141.0 Jan-06 0.0 1.1 0.0 0.2 Jan-11 217.1 255.0 90.4 198.7
Feb-01 130.7 332.9 17.0 0.0 Feb-06 0.0 207.6 35.9 316.0 Feb-11 59.6 247.2 0.1 356.2
Mar-01 209.0 122.1 17.0 0.3 Mar-06 0.0 157.5 104.5 396.4 Mar-11 290.9 290.6 30.7 112.1
Apr-01 259.6 0.0 7.8 1.0 Apr-06 100.1 31.7 193.4 334.2 Apr-11 99.1 240.0 155.1 204.6
May-01 111.4 88.8 113.5 185.1 May-06 75.1 180.1 89.1 277.8 May-11 157.0 239.0 180.7 158.6
Jun-01 39.5 128.9 160.8 157.6 Jun-06 294.7 80.2 311.4 23.6 Jun-11 219.5 171.3 0.0 293.9
Jul-01 66.4 159.4 82.3 243.6 Jul-06 62.4 256.8 292.4 85.8 Jul-11 75.0 244.9 49.1 333.6

Aug-01 70.2 319.0 40.4 165.5 Aug-06 269.9 200.0 56.6 188.6 Aug-11 104.5 90.1 122.5 334.3
Sep-01 142.0 143.9 40.4 224.8 Sep-06 83.5 85.6 239.8 290.1 Sep-11 158.3 92.6 139.5 303.0
Oct-01 18.8 175.7 96.0 277.7 Oct-06 60.1 165.0 282.2 178.9 Oct-11 13.8 157.8 209.1 368.3
Nov-01 194.5 269.3 0.0 124.1 Nov-06 292.2 87.7 82.5 234.6 Nov-11 133.0 20.9 70.9 286.5
Dec-01 106.5 82.2 0.0 35.9 Dec-06 193.0 0.0 198.0 291.4 Dec-11 161.9 82.7 85.7 330.5

Jan-02 55.7 293.4 50.5 141.3 Jan-07 26.2 265.5 323.3 60.0 Jan-12 139.6 206.5 174.7 199.5
Feb-02 131.0 332.9 17.1 0.0 Feb-07 11.7 226.0 112.8 286.8 Feb-12 54.8 169.6 136.9 402.9
Mar-02 209.0 122.1 17.1 0.3 Mar-07 160.8 212.0 159.9 164.3 Mar-12 131.7 106.3 117.6 243.9
Apr-02 150.8 205.1 139.9 101.5 Apr-07 0.0 116.6 195.9 388.2 Apr-12 198.2 157.8 171.2 312.9
May-02 152.0 224.4 235.9 24.8 May-07 87.5 258.6 56.9 302.5 May-12 168.2 117.0 53.9 220.5
Jun-02 0.0 117.9 242.6 233.4 Jun-07 248.2 163.5 54.4 241.0 Jun-12 208.1 104.5 140.8 298.6
Jul-02 126.9 57.5 143.2 293.2 Jul-07 55.5 176.3 188.3 287.2 Jul-12 183.2 161.2 127.6 343.7

Aug-02 73.6 361.5 39.6 121.3 Aug-07 126.9 242.5 189.1 33.4 Aug-12 97.9 50.6 48.8 233.3
Sep-02 180.8 211.0 44.7 100.6 Sep-07 281.7 123.2 11.5 239.5 Sep-12 198.9 61.5 53.0 241.4
Oct-02 54.3 101.5 161.8 263.0 Oct-07 175.6 209.6 245.0 47.3 Oct-12 130.1 27.4 81.3 103.4
Nov-02 199.4 126.5 97.5 116.4 Nov-07 113.5 81.0 163.3 328.9 Nov-12 224.6 36.6 34.1 270.2
Dec-02 306.3 50.7 101.8 84.3 Dec-07 0.0 243.9 290.6 136.7 Dec-12 275.0 0.0 106.1 57.4

Jan-03 154.2 161.5 189.2 135.3 Jan-08 0.0 40.7 286.0 340.3 Jan-13 119.1 47.9 40.0 301.1
Feb-03 124.6 86.8 69.7 263.3 Feb-08 55.6 70.8 101.6 384.9 Feb-13 0.0 48.2 4.8 519.8
Mar-03 89.4 0.2 103.1 416.2 Mar-08 160.4 142.8 7.0 412.8 Mar-13 0.1 48.1 0.0 474.3
Apr-03 152.3 0.0 137.5 318.2 Apr-08 123.2 136.7 134.2 312.6 Apr-13 5.1 155.9 0.0 425.6
May-03 221.0 0.0 64.2 257.1 May-08 291.0 292.4 45.7 87.5 May-13 0.0 229.5 0.0 329.5
Jun-03 323.5 0.0 219.9 47.6 Jun-08 268.0 123.5 162.9 127.8 Jun-13 0.0 234.6 0.0 370.2
Jul-03 319.9 0.0 269.5 38.6 Jul-08 59.0 79.4 70.9 417.4 Jul-13 0.0 161.5 0.0 441.0

Aug-03 187.5 0.0 91.6 262.8 Aug-08 265.9 82.0 14.2 324.7 Aug-13 0.0 5.4 0.0 432.4
Sep-03 75.8 0.0 110.1 355.8 Sep-08 218.6 115.6 99.8 164.1 Sep-13 0.0 172.7 0.0 423.0
Oct-03 0.0 0.0 210.1 434.0 Oct-08 216.2 298.5 66.2 135.5 Oct-13 0.0 131.2 5.4 467.9
Nov-03 52.7 94.5 122.1 323.2 Nov-08 126.6 142.4 0.0 0.0 Nov-13 0.0 55.1 137.3 365.7
Dec-03 188.0 45.9 165.7 227.1 Dec-08 16.4 75.1 13.7 41.7 Dec-13 0.0 135.1 219.3 179.1

Jan-04 58.3 341.1 184.0 0.6 Jan-09 0.0 247.8 2.6 376.9 Jan-14 0.0 211.3 237.7 144.0
Feb-04 205.8 362.5 63.3 0.1 Feb-09 178.8 292.1 36.5 0.0 Feb-14 0.0 131.2 99.0 286.4
Mar-04 299.4 121.6 276.2 40.0 Mar-09 198.5 89.6 0.0 193.8 Mar-14 224.5 129.3 101.6 231.8
Apr-04 59.0 339.1 310.1 0.0 Apr-09 135.4 238.8 172.9 68.7 Apr-14 124.7 160.7 40.3 418.8
May-04 303.9 383.4 29.0 0.0 May-09 162.3 311.9 26.1 178.6 May-14 196.9 132.1 27.4 403.8
Jun-04 306.5 146.8 196.1 0.0 Jun-09 84.1 233.2 257.1 38.6 Jun-14 271.1 92.0 0.0 388.6
Jul-04 232.1 220.0 279.4 0.0 Jul-09 173.8 175.5 72.4 261.9 Jul-14 54.9 114.3 11.1 404.8

Aug-04 345.0 329.1 76.2 0.0 Aug-09 116.6 177.6 26.9 378.6 Aug-14 0.0 84.4 0.0 491.7
Sep-04 290.7 138.6 205.2 0.0 Sep-09 259.6 139.6 179.9 92.8 Sep-14 0.0 87.4 0.0 482.3
Oct-04 239.3 280.6 247.7 0.0 Oct-09 231.1 239.0 225.9 17.9 Oct-14 0.0 162.8 0.0 409.3
Nov-04 311.2 216.0 219.4 0.0 Nov-09 211.6 249.8 171.3 73.1 Nov-14 345.4 106.2 100.1 114.0
Dec-04 400.9 37.4 278.3 0.0 Dec-09 168.2 157.1 73.1 269.2 Dec-14 174.7 28.4 349.9 17.4
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TABLE 3-10

COMPILATION OF ANNUAL PLANT WELL INJECTION RATES

(IN GALLONS PER MINUTE)

Year
Inj. Well 2
MSI-1001

(GPM)

Inj. Well 2
MSI-1001

(GPM)

Inj. Well 4
MSI-1001

(GPM)

Inj. Well 5
MSI-1001

(GPM)
1979 14.3 15.2

1980 108.9 54.3

1981 96.8 78.7

1982 91.2 84.3

1983 113.8 38.3 66.4

1984 106.1 0.0 127.9

1985 153.8 0.0 89.2

1986 139.3 12.9 88.8

1987 122.9 74.4 24.0

1988 234.0 1.1 7.4

1989 227.5 0.0 1.5

1990 188.4 68.8 5.3

1991 91.8 84.8 82.5

1992 191.8 80.8 139.7

1993 224.9 42.1 97.1

1994 217.7 81.8 5.7 58.8

1995 123.1 90.6 41.9 86.9

1996 194.7 0.0 99.1 65.0

1997 232.1 0.0 113.0 75.3

1998 128.6 0.0 58.4 242.8

1999 146.2 1.3 107.5 232.4

2000 99.6 156.7 84.2 157.0

2001 114.1 172.0 50.9 126.5

2002 133.3 179.2 105.0 120.3

2003 153.5 31.6 142.5 250.3

2004 248.1 237.0 192.2 3.3

2005 48.7 126.0 139.3 168.2

2006 116.3 118.1 153.3 212.8

2007 104.7 188.5 161.8 204.5

2008 146.4 130.0 81.5 223.5

2009 156.1 207.4 101.2 158.5

2010 184.4 141.3 133.0 267.4

2011 137.3 173.3 92.2 266.6

2012 168.2 99.9 104.0 243.4

2013 10.5 119.0 34.1 393.1

2014 116.2 120.0 80.9 315.9

2015 222.4 137.2 203.1 125.1
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TABLE 3-11

DUPONT DELISLE PLANT MONITORING WELL NO. 1 PRESSURES

Month-Year

Wellhead

Pressure

(psig)

Month-Year

Wellhead

Pressure

(psig)

Month-Year

Wellhead

Pressure

(psig)

Month-Year

Wellhead

Pressure

(psig)

Month-Year

Wellhead

Pressure

(psig)

Month-Year

Wellhead

Pressure

(psig)

Jan-81 -- Jan-87 34 Jan-93 58 Jan-99 65 Jan-05 31 Jan-11 148

Feb-81 -- Feb-87 32 Feb-93 57 Feb-99 68 Feb-05 32 Feb-11 142

Mar-81 27 Mar-87 33 Mar-93 58 Mar-99 68 Mar-05 65 Mar-11 149

Apr-81 28 Apr-87 31 Apr-93 58 Apr-99 69 Apr-05 134 Apr-11 145

May-81 29 May-87 32 May-93 57 May-99 71 May-05 133 May-11 149

Jun-81 30 Jun-87 32 Jun-93 57 Jun-99 71 Jun-05 135 Jun-11 145

Jul-81 -- Jul-87 32 Jul-93 51 Jul-99 67 Jul-05 138 Jul-11 141

Aug-81 -- Aug-87 33 Aug-93 51 Aug-99 67 Aug-05 136 Aug-11 144

Sep-81 -- Sep-87 33 Sep-93 51 Sep-99 68 Sep-05 126 Sep-11 146

Oct-81 -- Oct-87 32 Oct-93 50 Oct-99 71 Oct-05 116 Oct-11 143

Nov-81 -- Nov-87 32 Nov-93 52 Nov-99 71 Nov-05 106 Nov-11 137

Dec-81 -- Dec-87 33 Dec-93 50 Dec-99 75 Dec-05 96 Dec-11 134

Jan-82 26 Jan-88 32 Jan-94 49 Jan-00 69 Jan-06 96 Jan-12 140

Feb-82 29 Feb-88 32 Feb-94 55 Feb-00 68 Feb-06 83 Feb-12 141

Mar-82 27 Mar-88 33 Mar-94 58 Mar-00 74 Mar-06 100 Mar-12 140

Apr-82 27 Apr-88 34 Apr-94 53 Apr-00 78 Apr-06 109 Apr-12 146

May-82 27 May-88 34 May-94 58 May-00 77 May-06 113 May-12 151

Jun-82 24 Jun-88 34 Jun-94 60 Jun-00 75 Jun-06 123 Jun-12 124

Jul-82 32 Jul-88 34 Jul-94 61 Jul-00 77 Jul-06 125 Jul-12 142

Aug-82 32 Aug-88 34 Aug-94 50 Aug-00 78 Aug-06 126 Aug-12 142

Sep-82 30 Sep-88 34 Sep-94 53 Sep-00 79 Sep-06 127 Sep-12 130

Oct-82 31 Oct-88 34 Oct-94 48 Oct-00 79 Oct-06 127 Oct-12 124

Nov-82 34 Nov-88 35 Nov-94 53 Nov-00 74 Nov-06 129 Nov-12 118

Dec-82 28 Dec-88 32 Dec-94 53 Dec-00 76 Dec-06 125 Dec-12 119

Jan-83 30 Jan-89 32 Jan-95 48 Jan-01 79 Jan-07 129 Jan-13 120

Feb-83 35 Feb-89 29 Feb-95 50 Feb-01 76 Feb-07 129 Feb-13 115

Mar-83 35 Mar-89 30 Mar-95 51 Mar-01 77 Mar-07 132 Mar-13 115

Apr-83 36 Apr-89 31 Apr-95 52 Apr-01 77 Apr-07 133 Apr-13 118

May-83 37 May-89 31 May-95 54 May-01 76 May-07 136 May-13 120

Jun-83 36 Jun-89 32 Jun-95 53 Jun-01 77 Jun-07 138 Jun-13 122

Jul-83 37 Jul-89 32 Jul-95 55 Jul-01 77 Jul-07 138 Jul-13 123

Aug-83 34 Aug-89 32 Aug-95 54 Aug-01 80 Aug-07 141 Aug-13 114

Sep-83 35 Sep-89 32 Sep-95 52 Sep-01 57 Sep-07 137 Sep-13 119

Oct-83 35 Oct-89 33 Oct-95 49 Oct-01 80 Oct-07 141 Oct-13 120

Nov-83 32 Nov-89 33 Nov-95 45 Nov-01 83 Nov-07 139 Nov-13 121

Dec-83 32 Dec-89 30 Dec-95 46 Dec-01 81 Dec-07 139 Dec-13 123

Jan-84 33 Jan-90 29 Jan-96 46 Jan-02 78 Jan-08 136 Jan-14 126

Feb-84 35 Feb-90 29 Feb-96 45 Feb-02 82 Feb-08 134 Feb-14 126

Mar-84 33 Mar-90 28 Mar-96 48 Mar-02 88 Mar-08 136 Mar-14 121

Apr-84 33 Apr-90 28 Apr-96 48 Apr-02 88 Apr-08 143 Apr-14 133

May-84 35 May-90 28 May-96 49 May-02 89 May-08 145 May-14 138

Jun-84 36 Jun-90 28 Jun-96 50 Jun-02 89 Jun-08 148 Jun-14 139

Jul-84 36 Jul-90 28 Jul-96 50 Jul-02 91 Jul-08 128 Jul-14 134

Aug-84 37 Aug-90 28 Aug-96 55 Aug-02 88 Aug-08 127 Aug-14 125

Sep-84 36 Sep-90 28 Sep-96 53 Sep-02 88 Sep-08 134 Sep-14 123

Oct-84 34 Oct-90 26 Oct-96 57 Oct-02 84 Oct-08 138 Oct-14 121

Nov-84 36 Nov-90 28 Nov-96 55 Nov-02 87 Nov-08 125 Nov-14 126

Dec-84 35 Dec-90 39 Dec-96 57 Dec-02 86 Dec-08 98 Dec-14 132

Jan-85 35 Jan-91 49 Jan-97 58 Jan-03 90 Jan-09 108 Jan-15 129

Feb-85 37 Feb-91 42 Feb-97 59 Feb-03 89 Feb-09 121 Feb-15 124

Mar-85 35 Mar-91 38 Mar-97 60 Mar-03 90 Mar-09 117 Mar-15 132

Apr-85 35 Apr-91 33 Apr-97 61 Apr-03 93 Apr-09 117 Apr-15 135

May-85 35 May-91 34 May-97 65 May-03 89 May-09 125 May-15 145

Jun-85 37 Jun-91 40 Jun-97 61 Jun-03 95 Jun-09 129 Jun-15 143

Jul-85 39 Jul-91 40 Jul-97 61 Jul-03 97 Jul-09 128 Jul-15 146

Aug-85 40 Aug-91 35 Aug-97 59 Aug-03 92 Aug-09 127 Aug-15 137

Sep-85 37 Sep-91 35 Sep-97 61 Sep-03 87 Sep-09 134 Sep-15 142

Oct-85 38 Oct-91 41 Oct-97 62 Oct-03 91 Oct-09 139 Oct-15 139

Nov-85 36 Nov-91 25 Nov-97 63 Nov-03 93 Nov-09 142 Nov-15 135

Dec-85 35 Dec-91 40 Dec-97 55 Dec-03 94 Dec-09 136 Dec-15 143

Jan-86 35 Jan-92 48 Jan-98 60 Jan-04 104 Jan-10 134

Feb-86 37 Feb-92 53 Feb-98 63 Feb-04 118 Feb-10 138

Mar-86 35 Mar-92 51 Mar-98 63 Mar-04 123 Mar-10 143

Apr-86 35 Apr-92 57 Apr-98 63 Apr-04 125 Apr-10 142

May-86 37 May-92 49 May-98 61 May-04 119 May-10 137

Jun-86 37 Jun-92 43 Jun-98 63 Jun-04 123 Jun-10 144

Jul-86 35 Jul-92 51 Jul-98 62 Jul-04 86 Jul-10 141

Aug-86 35 Aug-92 43 Aug-98 62 Aug-04 28 Aug-10 141

Sep-86 36 Sep-92 60 Sep-98 65 Sep-04 25 Sep-10 145

Oct-86 34 Oct-92 60 Oct-98 64 Oct-04 30 Oct-10 146

Nov-86 34 Nov-92 64 Nov-98 66 Nov-04 30 Nov-10 144

Dec-86 35 Dec-92 50 Dec-98 61 Dec-04 31 Dec-10 149
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TABLE 3-12

FORMATION FLUID TOTAL DISSOLVED SOLIDS (TDS) VALUES AT DELISLE PLANT

Depth
(ft)

TDS
(ppm) Data Source

2,700 10,000 USDW
3,900 57,000 Measured DST
5,900 85,000 Literature*
9,370 114,000 Measured DST
9,855 155,000 Calculated**

* Literature Value from Wilcox value in USGS Open File Report 80-595
** Calculated Value from NaCl Concentration

Depth
(ft)

Rwa
(calculated)

Temperature
(calculated)

Salinity
(NaCl ppm)

2940 0.600 120 6,000
3,090 0.358 123 10,000
3,370 0.224 128 16,500
4,000 0.067 140 58,000
9,600 0.037 243 65,000
9,870 0.037 248 65,000

Depth
(ft)

Cl
(ppm)

TDS*
(ppm)

3,911 53,500 - - -
9,898 102,500 180,000

* calculated based on Cl concentration

Depth
(ft)

TDS
(mg/L) Notes

9,560 165,986 Tuscaloosa Massive Sand
9,966 187,898 Washita-Fredericksburg

Depth
(ft)

TDS
(mg/L) Data Source

9,496 130,000 Tuscaloosa Massive Sand
9,996 140,000 Washita-Frederickburg

2007 MDEQ Permit Application Data

Monitoring Well No. 1 DST in 1974

Well No. 2 Sidetrack Recompletion in 1995

Well No. 3 Sidetrack Recompletion in 1999

Salinity (NaCl) Calculated from Resistivity Log
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TABLE 3-13

WASHITA-FREDERICKSBURG INJECTION INTERVAL
RESERVOIR PRESSURE BUILDUP DATA

Well 5 Well 5 Well 5 Well 5
Model Bottom Hole Pressure Model Bottom Hole Pressure
Days Pressure (psi) Buildup (psi) Days Pressure (psi) Buildup (psi)

10/1/79 10,000 4,563 0 12/31/17 23,971 5,400 837
12/31/79 10,091 4,570 7 12/31/18 24,336 5,430 867
12/31/80 10,457 4,590 27 12/31/19 24,701 5,450 887
12/31/81 10,822 4,600 37 12/31/20 25,067 5,460 897
12/31/82 11,187 4,600 37 12/31/21 25,432 5,460 897
12/31/83 11,552 4,610 47 12/31/22 25,797 5,470 907
12/31/84 11,918 4,610 47 12/31/23 26,162 5,470 907
12/31/85 12,283 4,620 57 12/31/24 26,528 5,470 907
12/31/86 12,648 4,620 57 12/31/25 26,893 5,480 917
12/31/87 13,013 4,620 57 12/31/26 27,258 5,490 927
12/31/88 13,379 4,620 57 12/31/27 27,623 5,490 927
12/31/89 13,744 4,620 57 12/31/28 27,989 5,500 937
12/31/90 14,109 4,620 57 12/31/29 28,354 5,500 937
12/31/91 14,474 4,630 67 12/31/30 28,719 5,500 937
12/31/92 14,840 4,650 87 12/31/31 29,084 5,500 937
12/31/93 15,205 4,650 87 12/31/32 29,450 5,500 937
12/31/94 15,570 4,680 117 12/31/33 29,815 5,500 937
12/31/95 15,935 4,700 137 12/31/34 30,180 5,500 937
12/31/96 16,301 4,640 77 12/31/35 30,545 5,500 937
12/31/97 16,666 4,700 137 12/31/36 30,911 5,510 947
12/31/98 17,031 4,810 247 12/31/37 31,276 5,510 947
12/31/99 17,396 4,810 247 12/31/38 31,641 5,510 947
12/31/00 17,762 4,780 217 12/31/39 32,006 5,510 947
12/31/01 18,127 4,760 197 12/31/40 32,372 5,510 947
12/31/02 18,492 4,770 207 12/31/41 32,737 5,520 957
12/31/03 18,857 4,850 287 12/31/42 33,102 5,520 957
12/31/04 19,223 4,730 167 12/31/43 33,467 5,520 957
12/31/05 19,588 4,800 237 12/31/44 33,833 5,520 957
12/31/06 19,953 4,840 277 12/31/45 34,198 5,520 957
12/31/07 20,318 4,850 287 12/31/46 34,563 5,520 957
12/31/08 20,684 4,850 287 12/31/47 34,928 5,520 957
12/31/09 21,049 4,820 257 12/31/48 35,294 5,520 957
12/31/10 21,414 4,900 337 12/31/49 35,659 5,520 957
12/31/11 21,779 4,900 337 12/31/50 36,024 5,530 967
12/31/12 22,145 4,870 307 12/31/51 36,389 4,800 237
12/31/13 22,510 4,950 387 12/31/52 36,755 4,750 187
12/31/14 22,875 4,920 357 12/31/53 37,120 4,720 157
12/31/15 23,240 4,810 247 12/31/54 37,485 4,690 127
12/31/16 23,606 5,350 787 12/31/55 37,850 4,670 107

Well 5 Well 5 Well 5 Well 5
Model Bottom Hole Pressure Model Bottom Hole Pressure
Days Pressure (psi) Buildup (psi) Days Pressure (psi) Buildup (psi)

10/1/79 10,000 4,563 0 12/31/17 23,971 5,670 1,107
12/31/79 10,091 4,570 7 12/31/18 24,336 5,690 1,127
12/31/80 10,457 4,590 27 12/31/19 24,701 5,710 1,147
12/31/81 10,822 4,600 37 12/31/20 25,067 5,720 1,157
12/31/82 11,187 4,600 37 12/31/21 25,432 5,730 1,167
12/31/83 11,552 4,610 47 12/31/22 25,797 5,730 1,167
12/31/84 11,918 4,610 47 12/31/23 26,162 5,730 1,167
12/31/85 12,283 4,620 57 12/31/24 26,528 5,740 1,177
12/31/86 12,648 4,620 57 12/31/25 26,893 5,750 1,187
12/31/87 13,013 4,620 57 12/31/26 27,258 5,750 1,187
12/31/88 13,379 4,620 57 12/31/27 27,623 5,760 1,197
12/31/89 13,744 4,620 57 12/31/28 27,989 5,760 1,197
12/31/90 14,109 4,620 57 12/31/29 28,354 5,760 1,197
12/31/91 14,474 4,630 67 12/31/30 28,719 5,760 1,197
12/31/92 14,840 4,650 87 12/31/31 29,084 5,770 1,207
12/31/93 15,205 4,650 87 12/31/32 29,450 5,770 1,207
12/31/94 15,570 4,680 117 12/31/33 29,815 5,770 1,207
12/31/95 15,935 4,700 137 12/31/34 30,180 5,770 1,207
12/31/96 16,301 4,640 77 12/31/35 30,545 5,770 1,207
12/31/97 16,666 4,700 137 12/31/36 30,911 5,770 1,207
12/31/98 17,031 4,810 247 12/31/37 31,276 5,770 1,207
12/31/99 17,396 4,810 247 12/31/38 31,641 5,780 1,217
12/31/00 17,762 4,780 217 12/31/39 32,006 5,780 1,217
12/31/01 18,127 4,760 197 12/31/40 32,372 5,780 1,217
12/31/02 18,492 4,770 207 12/31/41 32,737 5,780 1,217
12/31/03 18,857 4,850 287 12/31/42 33,102 5,780 1,217
12/31/04 19,223 4,730 167 12/31/43 33,467 5,780 1,217
12/31/05 19,588 4,790 227 12/31/44 33,833 5,780 1,217
12/31/06 19,953 4,840 277 12/31/45 34,198 5,780 1,217
12/31/07 20,318 4,850 287 12/31/46 34,563 5,790 1,227
12/31/08 20,684 4,850 287 12/31/47 34,928 5,790 1,227
12/31/09 21,049 4,820 257 12/31/48 35,294 5,790 1,227
12/31/10 21,414 4,900 337 12/31/49 35,659 5,790 1,227
12/31/11 21,779 4,890 327 12/31/50 36,024 5,790 1,227
12/31/12 22,145 4,870 307 12/31/51 36,389 4,800 237
12/31/13 22,510 4,950 387 12/31/52 36,755 4,760 197
12/31/14 22,875 4,910 347 12/31/53 37,120 4,720 157
12/31/15 23,240 4,810 247 12/31/54 37,485 4,690 127
12/31/16 23,606 5,610 1,047 12/31/55 37,850 4,670 107

Well 6 Well 6 Well 6 Well 6
Model Bottom Hole Pressure Model Bottom Hole Pressure
Days Pressure (psi) Buildup (psi) Days Pressure (psi) Buildup (psi)

10/1/79 10,000 4,554 0 12/31/17 23,971 5,740 1,186
12/31/79 10,091 4,560 6 12/31/18 24,336 5,770 1,216
12/31/80 10,457 4,580 26 12/31/19 24,701 5,790 1,236
12/31/81 10,822 4,580 26 12/31/20 25,067 5,790 1,236
12/31/82 11,187 4,590 36 12/31/21 25,432 5,800 1,246
12/31/83 11,552 4,590 36 12/31/22 25,797 5,800 1,246
12/31/84 11,918 4,600 46 12/31/23 26,162 5,800 1,246
12/31/85 12,283 4,600 46 12/31/24 26,528 5,800 1,246
12/31/86 12,648 4,600 46 12/31/25 26,893 5,820 1,266
12/31/87 13,013 4,600 46 12/31/26 27,258 5,830 1,276
12/31/88 13,379 4,600 46 12/31/27 27,623 5,830 1,276
12/31/89 13,744 4,600 46 12/31/28 27,989 5,830 1,276
12/31/90 14,109 4,610 56 12/31/29 28,354 5,840 1,286
12/31/91 14,474 4,610 56 12/31/30 28,719 5,840 1,286
12/31/92 14,840 4,630 76 12/31/31 29,084 5,840 1,286
12/31/93 15,205 4,630 76 12/31/32 29,450 5,840 1,286
12/31/94 15,570 4,630 76 12/31/33 29,815 5,840 1,286
12/31/95 15,935 4,630 76 12/31/34 30,180 5,850 1,296
12/31/96 16,301 4,620 66 12/31/35 30,545 5,850 1,296
12/31/97 16,666 4,640 86 12/31/36 30,911 5,850 1,296
12/31/98 17,031 4,650 96 12/31/37 31,276 5,850 1,296
12/31/99 17,396 4,660 106 12/31/38 31,641 5,850 1,296
12/31/00 17,762 4,660 106 12/31/39 32,006 5,850 1,296
12/31/01 18,127 4,660 106 12/31/40 32,372 5,850 1,296
12/31/02 18,492 4,670 116 12/31/41 32,737 5,860 1,306
12/31/03 18,857 4,680 126 12/31/42 33,102 5,860 1,306
12/31/04 19,223 4,690 136 12/31/43 33,467 5,860 1,306
12/31/05 19,588 4,670 116 12/31/44 33,833 5,860 1,306
12/31/06 19,953 4,680 126 12/31/45 34,198 5,860 1,306
12/31/07 20,318 4,690 136 12/31/46 34,563 5,860 1,306
12/31/08 20,684 4,690 136 12/31/47 34,928 5,860 1,306
12/31/09 21,049 4,690 136 12/31/48 35,294 5,860 1,306
12/31/10 21,414 4,710 156 12/31/49 35,659 5,860 1,306
12/31/11 21,779 4,710 156 12/31/50 36,024 5,870 1,316
12/31/12 22,145 4,700 146 12/31/51 36,389 4,790 236
12/31/13 22,510 4,690 136 12/31/52 36,755 4,750 196
12/31/14 22,875 4,700 146 12/31/53 37,120 4,710 156
12/31/15 23,240 4,700 146 12/31/54 37,485 4,680 126
12/31/16 23,606 5,680 1,126 12/31/55 37,850 4,660 106

Date Date

DateDate

Chemours WF Prs

Chemours WF Prs(1)

Date Date

Chemours WF Prs(2)
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TABLE 3-14

TUSCALOOSA MASSIVE SAND
RESERVOIR PRESSURE BUILDUP DATA

Well 5 Well 5 Well 5 Well 5
Model Bottom Hole Pressure Model Bottom Hole Pressure
Days Pressure (psi) Buildup (psi) Days Pressure (psi) Buildup (psi)

12/31/19 10,000 4,397 0 12/31/38 16,940 4,730 333
12/31/20 10,366 4,650 253 12/31/39 17,305 4,730 333
12/31/21 10,731 4,670 273 12/31/40 17,671 4,730 333
12/31/22 11,096 4,690 293 12/31/41 18,036 4,730 333
12/31/23 11,461 4,700 303 12/31/42 18,401 4,730 333
12/31/24 11,827 4,700 303 12/31/43 18,766 4,730 333
12/31/25 12,192 4,710 313 12/31/44 19,132 4,730 333
12/31/26 12,557 4,710 313 12/31/45 19,497 4,740 343
12/31/27 12,922 4,710 313 12/31/46 19,862 4,740 343
12/31/28 13,288 4,710 313 12/31/47 20,227 4,740 343
12/31/29 13,653 4,720 323 12/31/48 20,593 4,740 343
12/31/30 14,018 4,720 323 12/31/49 20,958 4,740 343
12/31/31 14,383 4,720 323 12/31/50 21,323 4,740 343
12/31/32 14,749 4,720 323 1/1/51 21,324 4,590 193
12/31/33 15,114 4,720 323 12/31/51 21,688 4,490 93
12/31/34 15,479 4,730 333 12/31/52 22,054 4,480 83
12/31/35 15,844 4,730 333 12/31/53 22,419 4,470 73
12/31/36 16,210 4,730 333 12/31/54 22,784 4,470 73
12/31/37 16,575 4,730 333

Well 5 Well 5 Well 5 Well 5
Model Bottom Hole Pressure Model Bottom Hole Pressure
Days Pressure (psi) Buildup (psi) Days Pressure (psi) Buildup (psi)

12/31/19 10,000 4,397 0 12/31/38 16,940 4,830 433
12/31/20 10,366 4,750 353 12/31/39 17,305 4,830 433
12/31/21 10,731 4,770 373 12/31/40 17,671 4,830 433
12/31/22 11,096 4,790 393 12/31/41 18,036 4,830 433
12/31/23 11,461 4,800 403 12/31/42 18,401 4,830 433
12/31/24 11,827 4,800 403 12/31/43 18,766 4,830 433
12/31/25 12,192 4,810 413 12/31/44 19,132 4,840 443
12/31/26 12,557 4,810 413 12/31/45 19,497 4,840 443
12/31/27 12,922 4,810 413 12/31/46 19,862 4,840 443
12/31/28 13,288 4,810 413 12/31/47 20,227 4,840 443
12/31/29 13,653 4,820 423 12/31/48 20,593 4,840 443
12/31/30 14,018 4,820 423 12/31/49 20,958 4,840 443
12/31/31 14,383 4,820 423 12/31/50 21,323 4,840 443
12/31/32 14,749 4,820 423 1/1/51 21,324 4,600 203
12/31/33 15,114 4,820 423 12/31/51 21,688 4,490 93
12/31/34 15,479 4,830 433 12/31/52 22,054 4,480 83
12/31/35 15,844 4,830 433 12/31/53 22,419 4,470 73
12/31/36 16,210 4,830 433 12/31/54 22,784 4,470 73
12/31/37 16,575 4,830 433

Well 6 Well 6 Well 6 Well 6
Model Bottom Hole Pressure Model Bottom Hole Pressure
Days Pressure (psi) Buildup (psi) Days Pressure (psi) Buildup (psi)

12/31/19 10,000 4,403 0 12/31/38 16,940 4,860 457
12/31/20 10,366 4,780 377 12/31/39 17,305 4,860 457
12/31/21 10,731 4,800 397 12/31/40 17,671 4,860 457
12/31/22 11,096 4,820 417 12/31/41 18,036 4,860 457
12/31/23 11,461 4,830 427 12/31/42 18,401 4,860 457
12/31/24 11,827 4,830 427 12/31/43 18,766 4,860 457
12/31/25 12,192 4,840 437 12/31/44 19,132 4,860 457
12/31/26 12,557 4,840 437 12/31/45 19,497 4,870 467
12/31/27 12,922 4,840 437 12/31/46 19,862 4,870 467
12/31/28 13,288 4,840 437 12/31/47 20,227 4,870 467
12/31/29 13,653 4,840 437 12/31/48 20,593 4,870 467
12/31/30 14,018 4,850 447 12/31/49 20,958 4,870 467
12/31/31 14,383 4,850 447 12/31/50 21,323 4,870 467
12/31/32 14,749 4,850 447 1/1/51 21,324 4,590 187
12/31/33 15,114 4,850 447 12/31/51 21,688 4,500 97
12/31/34 15,479 4,850 447 12/31/52 22,054 4,490 87
12/31/35 15,844 4,860 457 12/31/53 22,419 4,480 77
12/31/36 16,210 4,860 457 12/31/54 22,784 4,470 67
12/31/37 16,575 4,860 457

Date Date

DateDate

Chemours TMS Prs

Chemours TMS Prs(1)

Date Date

Chemours TMS Prs(2)
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Washita-Fredericksburg Injection Interval
Light Density Waste Plume Migration Model

Model and Grid Block Dimensions

Explanation:  for each dimension (ie., 150' x 300'), the first number is the grid block length 
along the x-axis and the second number is the grid block length along the y-axis.
X SPACING:  50'  20*300'  80*150'  586*75'  80*150'
Y SPACING:  250'  127*300'  132*150'  854*75'  132*150'
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Tuscaloosa Massive Sand
Light Density Waste Plume Migration Model

Model and Grid Block Dimensions

Explanation:  for each dimension (ie., 150' x 300'), the first number is the grid block length 
along the x-axis and the second number is the grid block length along the y-axis.
X SPACING:  100*150'  548*75'  118*150'  200'
Y SPACING:  250'  127*300'  132*150'  854*75'  132*150'
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Washita-Fredericksburg Injection Interval
High Density Waste Plume Migration Model

Model and Grid Block Dimensions

Explanation:  for each dimension (ie., 150' x 150'), the first number is the grid block length 
along the x-axis and the second number is the grid block length along the y-axis.
X SPACING:  24*150'  454*75'  81*150'  200'
Y SPACING:  83*150'  1334*75'  50*150'
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FIGURE 3-12A

Tuscaloosa Massive Sand
High Density Waste Plume Migration Model

Model and Grid Block Dimensions

Explanation:  for each dimension (ie., 150' x 300'), the first number is the grid block length 
along the x-axis and the second number is the grid block length along the y-axis.
X SPACING:  24*150'  454*75'  81*150'  200'
Y SPACING:  83*150'  1334*75'  50*150'
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Reservoir Pressurization Model
Model and Grid Block Dimensions

Explanation:  for each dimension (ie., 150' x 300'), the first number is the grid block length 
along the x-axis and the second number is the grid block length along the y-axis.
X SPACING:  100*150'  500*75'  100*150'
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FIGURE 7-1

FIGURE 3-14

SCALE 1 inch = 15,000 feet

Chemours Injection Well

Contours represent Darcy Velocity

      expressed in ft/day

Darcy Velocity (10,000 days) In
Washita-Fredericksburg Injection Interval
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FIGURE 7-1

FIGURE 3-15
Chemours Injection Well

Contours represent Darcy Velocity

      expressed in ft/day

SCALE 1 inch = 15,000 feet

Darcy Velocity (10,000 days) In
Tuscaloosa Massive Sand
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FIGURE 3-17
Pressure Distribution in the Washita-Fredericksburg Injection Interval

at Year-end 2050 with Injection of 550 gpm
into Well Nos. 2, 3, 4 and 5

Contour Interval = 20 psi
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FIGURE 3-17A
Pressure Distribution in the Washita-Fredericksburg Injection Interval

at Year-end 2050 with Injection of 550 gpm
into Well Nos. 2, 3, 4 and 5 (Expanded)
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FIGURE 3-18
Pressure Distribution in the Washita-Fredericksburg Injection Interval

at Year-end 2050 with Injection of 400 gpm
into Well Nos. 2, 3 and 4 and 1,000 gpm into Well No. 5

Contour Interval = 20 psi
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FIGURE 3-18A
Pressure Distribution in the Washita-Fredericksburg Injection Interval

at Year-end 2050 with Injection of 400 gpm
into Well Nos. 2, 3 and 4 and 1,000 gpm into Well No. 5 (Expanded)
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FIGURE 3-19
Pressure Distribution in the Washita-Fredericksburg Injection Interval

at Year-end 2050 with Injection of 250 gpm
into Well Nos. 2, 3, 4 and 5 and 1,200 gpm into Well No. 6

Contour Interval = 20 psi
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Contour Interval = 20 psi

0 3000 6000 9000 12000 15000

weive
R fo aer

A   s
ui

d
a

R 
eli

M 
0.

2

FIGURE 3-19A
Pressure Distribution in the Washita-Fredericksburg Injection Interval

at Year-end 2050 with Injection of 250 gpm
into Well Nos. 2, 3, 4 and 5 and 1,200 gpm into Well No. 6 (Expanded)
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FIGURE 3-21
Pressure Distribution in the Tuscaloosa Massive Sand

at Year-end 2050 with Injection of 550 gpm
into Well Nos. 2, 3, 4 and 5

Contour Interval = 20 psi
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FIGURE 3-22
Pressure Distribution in the Tuscaloosa Massive Sand

at Year-end 2050 with Injection of 400 gpm
into Well Nos. 2, 3 and 4 and 1,000 gpm into Well No. 5

Contour Interval = 20 psi
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FIGURE 3-23
Pressure Distribution in the Tuscaloosa Massive Sand

at Year-end 2050 with Injection of 250 gpm
into Well Nos. 2, 3, 4 and 5 and 1,200 gpm into Well No. 6

Contour Interval = 20 psi
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Gel Strength Increase Through Time (Adapted from: Gray et al., 1980)

recreated by: (ESSJ) Sandia; 9/13/06
adapted from Gray et al., 1980
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PLATE 3-1

Washita-Fredericksburg Injection Interval Structure Map
Showing Location of Light-Density Plume at 

End of Operations (2050) and After 10,000 Years
(Chemours WF-LD Lat SWIFT MODEL)
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PLATE 3-2

Washita-Fredericksburg Injection Interval Isopach Map
Showing Location of Light-Density Plume

at End of Operations (2050) and After 10,000 Years
(Chemours WF-LD Lat SWIFT MODEL)

BASE MAP FROM:
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PLATE 3-3

Tuscaloosa Massive Sand Structure Map
Showing Location of Light-Density Plume at 

End of Operations (2050) and After 10,000 Years
(Chemours TMS-LD Lat SWIFT MODEL)
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Washita-Fredericksburg Injection Structure Map
Showing Location of Heavy-Density Plume at 

End of Operations (2050) and After 10,000 Years
(Chemours WF-HD Lat SWIFT MODEL)

BASE MAP FROM:
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PLATE 3-6

Washita-Fredericksburg Injection Isopach Map
Showing Location of Heavy-Density Plume at 

End of Operations (2050) and After 10,000 Years
(Chemours WF-HD Lat SWIFT MODEL)

BASE MAP FROM:

End of Operations (12/31/2050) Waste Plume
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PLATE 3-7

Tuscaloosa Massive Sand Structure Map
Showing Location of Heavy-Density Plume at 

End of Operations (2050) and After 10,000 Years
(Chemours TMS-HD Lat SWIFT MODEL)

BASE MAP FROM:

End of Operations (12/31/2050) Waste Plume

10,000-Year Waste Plume

Waste Plume Contours Represent Magnitude of Reduction
In Initial Waste Constituent Concentration



The Chemours Company FC, LLC
DeLisle Plant

Pass Christian, MS

1.0E
-1

1.
0E

-9

1.0E
-9

1.0E
-8

1.0E
-7

1.
0
E

-6

1.
0E

-6

1.
0E

-4

1
.0

E
-3

1.0E
-3

1.
0E

-3
1
.0

E
-3

1.
0E

-3

1.
0E

-2

1.0E
-2

1
.0

E
-2

1.0E
-2

1.
0E

-2
1.

0E
-1

1.
0E

-1

1
.0

E
-1

Projected maximum downdip movement 
after adding 5,000 feet for groundwater 
movement (0.5 ft/year downgradient)

5,000’

PLATE 3-8

Tuscaloosa Massive Sand Isopach Map
Showing Location of Heavy-Density Plume at 

End of Operations (2050) and After 10,000 Years
(Chemours TMS-HD Lat SWIFT MODEL)

BASE MAP FROM:

End of Operations (12/31/2050) Waste Plume

10,000-Year Waste Plume

Waste Plume Contours Represent Magnitude of Reduction
In Initial Waste Constituent Concentration



FGrh  

   
   

 

APPENDICES 



 

APPENDIX 3-1 
COMPREHENSIVE RESERVOIR TESTING AND ANALYSIS – 

RESERVOIR DESCRIPTION SERVICES (1992) 

 



BLANK 











































































































































































































 

APPENDIX 3-2 
SHALE POROSITY AND PERMEABILITY (PORTER AND NEWSOM, 

1987) 

 



BLANK 











































 

APPENDIX 3-3  
        MOLECULAR DIFFUSION MODEL 

 



BLANK 



  Appendix 3-3 - Page i 

TABLE OF CONTENTS 

1.0 INTRODUCTION ...............................................................................................................1 

2.0 KEY CONSIDERATIONS..................................................................................................2 

3.0 MODEL DESCRIPTION ....................................................................................................3 

4.0 DETERMINATION OF EFFECTIVE DIFFUSION COEFFICIENT................................6 
4.1 Predicting Diffusion Coefficient In Free Solution...................................................7 
4.2 Predicting Geometric Correction Factor For Porous Medium.................................8 

4.2.1 Theoretical ...................................................................................................8 
4.2.2. Experimental ..............................................................................................10 
4.3 Summary and Conclusions ........................................................................19 

5.0 MARGINS OF SAFETY...................................................................................................21 

6.0 SAMPLE CALCULATION ..............................................................................................24 

REFERENCES ..............................................................................................................................26 

Moldiff.doc  DuPont Molecular Diffusion Model 



  Appendix 3-3 - Page ii 

CONTENTS 
(CONTINUED) 

LIST OF FIGURES 

Figure 1 Diffusion into Overlying Aquitard 

Figure 2 Predicted Concentration Profile 

Figure 3 Predicted Concentration Profile (Logarithmic Plot) 

Figure 4 Geometric Correction Factor: Theory 

Figure 5 Dry Granular Packing Method - Results 

Figure 6 Electrical Resistivity Method - Results 

Figure 7 Overall Combined Results 

LIST OF TABLES 

Table 1 Upper Bounds to Geometric Correction Factor “G” for Various Sediments 

Moldiff.doc  DuPont Molecular Diffusion Model 
 



  Appendix 3-3 - Page 1 

1.0 INTRODUCTION 

Molecular diffusion is a transport process occurring exclusively in solution.  It results in the 
movement of solute molecules or ions from regions of high concentration to regions of low 
concentration, driven by the random thermal agitation (Brownian motion) and collisions of 
solute and solvent molecules. 

At underground injection sites, molecular diffusion of a dissolved contaminant species can take 
place vertically within the injection zone, in the water-saturated aquitard layer overlying the 
layer containing the bulk waste plume.  This type of transport can be visualized (see Figure 1) as 
a cloud or halo of contaminant molecules rising above the bulk plume.  The highest 
concentration of dissolved contaminant will be found at the base of the aquitard, and will 
decrease with vertical distance into this layer.  This is illustrated schematically by the gradation 
of shading shown in Figure 1. 

Molecular diffusion can also occur in the horizontal direction.  However, this effect will 
normally be negligible compared to the lateral movement of contaminants resulting from other 
transport mechanisms, such as hydrodynamic dispersion.   Horizontal diffusion will typically 
contribute less than 500 ft to the lateral movement (calculated using the methods presented in 
Section 4.0), even on a 10,000 year time scale. 
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2.0 KEY CONSIDERATIONS 

In evaluating molecular (or ionic) diffusion of contaminant species within an aquitard layer, it is 
necessary to consider two key factors:  (1) the magnitude of the concentration reduction (i.e., the 
concentration reduction factor or CRF) required to render the most toxic and/or most mobile 
species non-hazardous and (2) the vertical distance into the aquitard layer needed to obtain this 
CRF after 10,000 years of diffusion (recall that species concentration decreases with increasing 
vertical distance into the aquitard). 

The required CRF is determined on the basis of published health-based standards or detectability 
limits on the species under consideration, as outlined in the underground injection regulations, 
together with the concentration of the species in the waste stream.  This aspect of the molecular 
diffusion calculation is not addressed in the present discussion, which focuses primarily on the 
prediction of the species transport.  It is assumed, for the present purposes, that the required CRF 
has been established beforehand for a given site and waste stream. 

Confident prediction of the vertical distance required to obtain the necessary CRF for the most 
toxic species after 10,000 years dictates the use of a conservative model for molecular diffusion.  
Such a model must calculate the concentration profile as a function of vertical distance, based on 
a conservative value for the effective diffusion coefficient of the species through the water-
saturated porous matrix of the aquitard layer.  The following sections will describe the molecular 
diffusion model adopted in the present no-migration demonstration, and the approach developed 
for establishing a conservative value for the effective diffusion coefficient. 
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3.0 MODEL DESCRIPTION 

The present molecular diffusion model is based on the application of Fick's well-known Second 
Law of Diffusion, which is expressed as: 

 ∂
∂

∂
∂

C
t

D C
z

= *
2

2  (1) 

where C is the relative species concentration (with respect to the contaminant concentration in 
the waste stream) at time t and vertical position z within the overlying aquitard layer.  The 
distance z is measured upward relative to the top boundary of the bulk waste, as it slowly 
advances by advective seepage into the aquitard layer.  The location of this top boundary (versus 
time) can be determined using the Multilayer Vertical Permeation Model (Appendix D). 

The parameter D* in Equation 1 is the "effective diffusion coefficient" for the contaminant 
species within the water-saturated porous aquitard layer, defined on the basis of the mass transfer 
rate per unit cross sectional area of material.  In this definition, only the portion of the total cross 
section occupied by the pores is included in specifying the area.  (It is significant to note that 
diffusion through the solid matrix will virtually always be negligible compared to diffusion 
within the pore space, because diffusivities in solids are several orders of magnitude lower than 
in liquids (Lerman, 1988).) 

This form of Fick's Second Law, together with the associated definition of the diffusion 
coefficient, is consistent with the description employed in number of key literature references, 
including Freeze and Cherry (1979), Bear (1972), Walton (1985), Javandel et al. (1984), Fried 
(1975), and Greenkorn (1981).  On the other hand, an equivalent alternate representation, which 
also frequently appears in the literature (Lerman, 1988; Huyakorn and Pinder, 1983; Currie, 
1960; and Intercomp, 1976) deserves some comment.  This form of Fick's Second Law for 
porous media is given by: 

 ∂
∂ φ

∂
∂

C
t

D
z

= *
2

2

C  (1) 

where φ is the porosity of the medium, and D is the "nominal diffusion coefficient" of the 
contaminant species within the porous matrix, defined on the basis of the mass transfer rate per 
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unit total cross sectional area, including both matrix and pores (rather than solely the pore cross 
sectional area). 

The two equivalent formulations of Fick's Second Law given in Equations 1 and 2 are related by 
an expression linking the two diffusion coefficients D and D*: 

 D = D*φ (3) 

These two diffusion coefficients differ by a factor of the porosity φ, and, since φ is always less 
than 1, D is always less than D*. 

In discussing diffusion phenomena in porous media, it is extremely important to make the 
distinction between which of these two diffusion coefficients is being referred to.  There appears 
to be considerable ambiguity and misinterpretation of information in the literature as a result of 
overlooking this distinction. 

Gillham and Cherry (1982) alluded to both D and D* in their discussions of porous matrix 
diffusion.  However, Walton (1985) later incorrectly assumed that they were referring to D* in 
their evaluation of the effect of porosity on the diffusion coefficient, when, in reality, they were 
referring to D.  This led Walton to an unfounded conclusion. 

Manheim (1970) discussed ionic diffusion in porous media on the basis of the Fick's Second Law 
formulation given by Equation 1, which involves D*.  However, he then expressed D* in terms 
of the so called "formation resistivity factor" F, using an equation valid strictly for D.  It is not 
clear whether the relationship between the diffusion coefficient and porosity plotted by Manheim 
for NaCl in porous media refers to D or to D*. 

In the present development, Equation 1 is solved for the concentration reduction factor C as a 
function of time t and vertical position z, assuming that, at the lower boundary z = 0, the 
contaminant concentration is identical to the value in the waste stream at all times (i.e., C = 1 at 
z = 0).  This assumption is conservative, since the diffusion process itself will act to cause the 
concentration at z = 0 to drop below the waste concentration.  Diffusion occurring upward into 
the region above z = 0 will tend to deplete the neighborhood near z =0 of contaminants.  Of 
course, these contaminants can be replenished, to a certain extent, by upward diffusion out of the 
region beneath the lower boundary of the model (z <0), comprising the lower portion of the 
aquitard layer and the upper portion of the bulk waste plume.  However, in order for such 
diffusion to take place, it is necessary for a concentration driving force to be established, and 
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thus, for the relative concentration at z = 0 to drop below C = 1.  The actual relative 
concentration at z=0 must always lie somewhere between C = 0 and C = 1.  Therefore, the 
assumption that C=1 at z=0 for all times automatically guarantees that the predicted relative 
concentrations above z=0 will be overestimates of the true values. 

Based on the assumption that C=1 at z=0, the solution to Fick's Second Law of Diffusion 
(Equation 1) for the relative concentration profile C(t,z) of a contaminant species in the aquitard 
layer overlying the bulk waste plume is given by 

 C(t,z)   =   erfc z
D t2 *







 (4) 

where erfc is the "complementary error function," widely available in published tabulations and 
virtually all computer function libraries. 

Equation 4 constitutes a complete statement of the present model of molecular diffusion in a 
water-saturated porous aquitard layer.  Figure 2 shows a plot of Equation 4, expressed in terms 
of the relative concentration C, while Figure 3 shows the same results, plotted using a 
logarithmic scale for the relative concentration.  These figures indicate that the concentration of 
a contaminant species decreases monotonically with vertical distance above the bulk waste 
plume. 

To apply the results embodied in Equation 4 and Figures 2 and 3 on a practical basis, it is 
necessary to convert the dimensionless distance parameter 

 z
D t2 *

 

into true vertical distance z in space.  This can be accomplished once a defensible value for the 
effective diffusion coefficient D* of the contaminant species in the porous matrix is known.  
Determination of the effective diffusion coefficient is addressed next. 
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4.0 DETERMINATION OF EFFECTIVE DIFFUSION COEFFICIENT 

In general, very few direct experimental measurements of the effective diffusion coefficient of a 
contaminant species in the water saturated aquitard layer will be available.  Therefore, it is 
necessary to predict a value for the coefficient on the basis of physical property data and other 
reliable information extracted from the literature.  Fortunately, a considerable body of such 
information is available to achieve this with sufficient accuracy and confidence to provide a 
conservative estimate of molecular diffusion in the aquitard layer, consistent with the 
requirements of the no-migration demonstration. 

The effective diffusion coefficient of a solute species within a water-saturated porous medium is 
always lower than in free water solution (i.e., without the solid framework).  This behavior can 
be attributed primarily to the complexities inherent in the porous medium microgeometry (see 
Figure 4).  Constrictions in the pore channels inhibit the rate of diffusion along the pores, and 
tortuosity of the channels lengthens the total path over which molecules must travel.  These 
geometric effects have been studied extensively in the literature, both theoretically and 
experimentally.  In general, it is found that the influence of the microgeometry can be 
characterized in terms of a "geometric correction factor" G for the porous matrix, equal to the 
ratio of the effective diffusion coefficient in the matrix D* to the diffusion coefficient in free 
solution Do: 

  (5) G D D= * / 0 1≤

In the absence of various complicated chemical phenomena discussed below, G is expected to be 
a property of the matrix only, independent of the solvent and diffusing solute.  It will typically be 
a function of both the matrix porosity and of the lithology.  For a specified lithology, G will 
generally decrease with decreasing porosity. 

In addition to the reduction in effective diffusion coefficient associated with the geometrical 
complexities of the porous matrix, there are frequently chemical phenomena present which act to 
reduce the extent of contaminant movement further.  These chemical phenomena include 
adsorption, ion exchange, steric hindrance, and osmotic exclusion, which slow or prevent the 
movement of contaminants.  They also include hydrolysis and decomposition, which destroy the 
contaminants.  Although these chemical effects are sometimes difficult to quantify in practice, 
their presence will always result in a reduction in the extent of contaminant movement.  
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Therefore neglecting these effects in the diffusion assessment automatically leads to an added 
margin of safety in the calculations (see Section V for details). 

The first step in determining the effective diffusion coefficient for a contaminant species within 
the water-saturated aquitard layer is predict the value of the diffusivity in free aqueous solution, 
Do.  This is accomplished by making use of the extensive correlations available in the open 
literature (Section 4.1). 

The next step is to predict the geometric correction factor G for the porous matrix, for a given 
matrix porosity and lithology.  Using information assembled from a variety of literature sources, 
including both theoretical and experimental studies (Section 4.2), a correlation for accomplishing 
this has been developed, and is presented in Section 4.2.  This correlation expresses the 
geometric correction factor G as a simple function of the porosity, for various generic 
lithologies. 

4.1 Predicting Diffusion Coefficient In Free Solution 

A number of well-validated correlations for predicting with confidence the diffusivity of solutes 
in free aqueous solution are documented in the literature, both for electrolytes (ionic solutes) and 
non-electrolytes (non-ionic solutes).  Techniques applicable to non-electrolytes include those of 
Othmer and Thakar (1953), Wilke (1949), Li and Chang (1955), and Wilke and Chang (1955).   
For electrolytes, diffusivities can be predicted very accurately (Perry and Chilton, 1973) using 
the so-called Nernst equation (Nernst, 1888), which expresses the diffusivity in terms of known 
values for the cationic and anionic electrical conductances at infinite dilution.  Detailed 
instructions on applying these techniques, in some cases together with examples, are presented in 
a number of references, including the standard Chemical Engineers' Handbook (Perry and 
Chilton, 1973), as well as other well-regarded texts and handbooks by Treybal (1955), Lerman 
(1988), and Horvath (1985).  Also contained in these references are extensive tabulations of 
species- and chemical group-specific physical property data required as input parameters to the 
correlations.  De Kee and Laudie (1973) have published a nomograph, based on the method of 
Othmer and Thakar (1953), for predicting the diffusivities of 65 frequently-encountered non-
electrolytes, including many organics, as a function of temperature.  The average accuracy of the 
various predictive methods is roughly ±10% (Perry and Chilton, 1973; Bird et al., 1960).  This 
high degree of accuracy is possible because of the very narrow range typically observed for the 
diffusivities of most solutes, both ionic and non-ionic.  With few exceptions, the total range of 
variation at a given temperature is less than a factor of 10. 
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In addition to the highly accurate techniques described above, there are frequently measured 
values of diffusivities for specific solutes in water available in the literature.  Broad tabulations 
of observed diffusivities have occasionally been published (Johnson and Babb, 1956; Reid and 
Sherwood, 1958; Perry and Chilton, 1973; Lobo, 1984).  Of course, a directly measured value 
for the diffusivity is often preferable to a value predicted using a correlation. 

4.2 Predicting Geometric Correction Factor For Porous Medium 

4.2.1 Theoretical 

A great many theoretical studies have been conducted to gain a fundamental mechanistic 
understanding of the diffusion phenomenon in porous media, and to develop quantitative 
relationships for predicting the effect of porosity and microstructure on the geometric correction 
factor G.  The basic approach typically adopted in these studies is to first define an idealized 
geometric model for the microstructure of the porous medium, and then to solve the basic 
differential equations for diffusion through the open pore space in this geometry.  Subsequent 
averaging of the solution for the mass flux over the boundaries of the system leads to a 
prediction of the effective macroscopic diffusion coefficient D* and the geometric correction 
factor G. 

One form of idealized model frequently used for porous media is that of a series of tortuous 
tubes running at a spatially varying angle across the matrix.  If the tubes are assumed uniform in 
cross section and equal in total length, then the geometric correction factor G is found (Currie, 
1960) to be given by the equation: 

 G = (L/LT)2 (6) 

where L represents the length of the direct path for diffusion across the medium, and LT denotes 
the tortuous path length contained within the direct distance L.  Because of the wide recognition 
afforded this tortuous tube model, a parameter known as the "tortuosity factor" t is often defined.  
In general, the tortuosity factor is equal to (LT/L)2, but, for the idealized tortuous tube model, it 
also equals the reciprocal of the geometric correction factor G.  Even in the case of more 
complex geometries, the tortuosity factor t is frequently considered to be the reciprocal of G, 
although, in a strict sense, this interpretation is not valid because G includes both tortuosity and 
constriction effects. 
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Another version of tube model often utilized for porous media features constrictions along the 
length of the tubular pores [see Figure 4(a)].  These constrictions can be included in either a 
straight-tube form of the model, or in a tortuous tube model.  In general, the presence of 
constrictions results in a reduction in G (relative to the value obtained for uniform straight or 
tortuous tubes) by a factor equal to the ratio of the harmonic mean cross sectional area to the 
arithmetic mean area.  Unless the cross sectional area varies very drastically along the pores, as 
in the case of a consolidated medium which features dead-end pores, this ratio will normally not 
differ greatly from 1.  Thus, for unconsolidated media, the effects of pore tortuosity will usually 
dominate over those of pore constrictions. 

Tubular models of porous media generally consider the matrix network of the system to be 
comprised of a continuous solid phase.  In contrast, another frequently-used geometric 
idealization for porous systems typically describes the matrix as a discontinuous phase, 
consisting of a two dimensional array of discrete particles arranged in a regular repeating pattern 
[see Figure 4(b)]. 

The advantage of this type of representation is that it permits one to examine the potential effects 
of particle shape on the geometric correction factor.  A variety of particle shapes have received 
consideration using Discrete Particle Array models, including circles and squares, as well as 
shapes with larger aspect ratios (ratio of maximum to minimum dimension), such as ellipses and 
rectangles (De Vries, 1950; Maxwell, 1881; Burger, 1919; Weissberg, 1963; Hashim and 
Shtrikman, 1962; Ryan, 1984; Kim et al., 1987). 

Model arrangements with high-aspect ratio particles are expected to be particularly well-suited 
to describing laboratory and geological systems featuring plate-like particles, such as clays and 
shales, with their major dimensions aligned roughly along a sedimentary bedding plane.  In such 
configurations, the Discrete Particle Array models predict anisotropic diffusion behavior (Kim et 
al., 1987), characterized by an effective diffusion coefficient perpendicular to the bedding that is 
considerably lower than the coefficient parallel to the bedding.  This type of anisotropic behavior 
is, of course, to be anticipated because of the much more tortuous path the molecules must take 
in migrating perpendicular to the bedding. 

The theoretical predictions from Discrete Particle Array models have been found to be in 
excellent agreement with experimental observations on unconsolidated granular beds, for cases 
in which the aspect ratio of the particles is close to 1 (Kim et al., 1987), even in systems with 
highly non-uniform particle size distributions.  These results will be discussed in further detail 
below. 
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Fewer experimental and theoretical results are available on plate-like particles.  Kim et al. (1987) 
considered an idealized particle array model consisting of plate-like particles in which the major 
axes were perfectly aligned along the horizontal bedding planes.  However, in the accompanying 
experiments, the particle orientations deviated significantly from perfect horizontal alignment, as 
revealed by the published photographs of the particle arrangements.  It is therefore not surprising 
that the results of these experiments did not agree well with the predictions.  While the theory 
and experiments both gave a major reduction in the diffusion coefficient perpendicular of the 
bedding plane (relative to free solution), the observed variations with porosity, and the ratio of 
the horizontal- to vertical diffusivity, were not in good accord with the simple theory for a 
perfectly aligned bed. 

In laboratory and geological systems consisting of plate-like particles deposited in a sedimentary 
fashion, it is reasonable to expect that, immediately after deposition has taken place, the particles 
will be poorly aligned with the bedding planes, and the porosity of the sediment will be fairly 
high.  However, as the system is compacted, either by natural overburden pressure (in the case of 
a geological system) or by directly imposed mechanical action (in the case of a laboratory 
system), the porosity will decrease, and the particles will rotate into better alignment with the 
bedding.  This improved particle alignment will result in an increase in the tortuosity of the pore 
channels, which, in turn, will reduce the effective diffusion coefficient perpendicular to the 
bedding plane.  Therefore, for beds of plate-like particles, the compaction process will act to 
bring about simultaneous reductions in both the porosity of the sediment and the geometric 
correction factor for diffusion.  Such systems will thus behave as if the geometric correction 
factor were a unique function of the porosity, decreasing with decreasing porosity. 

4.2.2. Experimental 

Four different experimental techniques are typically used to establish the relationship between 
the geometric correction factor G and porous medium microstructure.  These techniques are: (1) 
in-situ field measurements, (2) laboratory experiments on unconsolidated dry packings, (3) 
diffusivity measurements on platelet-filled plastic barrier films and (4) electrical resistivity 
measurements on core samples and sediments.  This section will briefly describe each of these 
measurement techniques, and present experimental results obtained with the various methods.  
These experimental results will then be used, in conjunction with the theory discussed above, to 
develop a simple relationship for confidently predicting the geometric correction factor G for an 
arbitrary aquitard layer, based solely on knowledge of the layer porosity and its generic 
lithology. 
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4.2.2.1 In-Situ Field Measurements 

It is sometimes possible to determine a value for the diffusion coefficient of a solute species in a 
layer of porous rock using direct in-situ field measurements of concentration profile as a function 
of vertical position.  The applicability of this method depends entirely on whether, at some time 
in the geological past, a sudden change took place in a concentration boundary condition for the 
species, brought about by a relatively precipitous geological event, such as rapid uplift or retreat 
of a glacier.  The present-day concentration profile of the species in the porous rock layer can be 
predicted using an unsteady state diffusion model, such as Equation 4, derived from Fick's 
Second law.  The effective diffusion coefficient D* is an adjustable parameter in the model 
which is determined by matching the predicted concentration profile to the observed variation. 

This technique is not expected to be very accurate for three reasons.  First, the precise time in the 
past at which the sudden geological event occurred is often difficult to establish.  Secondly, the 
observed variations in concentration, relative to the mean concentration profile, are frequently 
too jagged and noisy to establish a confident value for the diffusion coefficient.  And third, the 
sediments are often stratified, containing several sublayers of distinctly different lithology; the 
results are thus not characteristic of any one lithology, but, rather, an average over them all.  
Therefore, values of the effective diffusion coefficient deduced using the direct in-situ 
measurement technique should only be viewed as first approximations to the true values. 

Leythaeuser et al. (1980, 1982) measured diffusion coefficients for light hydrocarbons (C2 to C7) 
through the water-saturated pore space of shales exposed after retreat of the polar ice cap from 
west Greenland, using the direct in-situ measurement method, and obtained values 10 to 100 
times lower than as in free solution.  This implies a geometric correction factor G of 0.01 to 0.1.  
These measurements also mildly suggested that the heavier hydrocarbons were being adsorbed 
onto the shale to some extent. 

Several in-situ determinations of effective diffusion coefficients for ionic radio-isotope species 
(self-diffusion) and major ions in near-surface unconsolidated silty/clayey deposits at various 
sites in south-central Canada and north-central USA have been reported in the literature (Cherry 
et al., 1979; Desaulniers et al., 1981; Desaulniers et al., 1982; Quigley et al., 1983; Desaulniers 
et al., 1984; Desaulniers et al., 1986, Desaulniers et al., 1987; Desaulniers and Cherry, 1988).  
These determinations were based on the existence of a sudden change in concentration boundary 
conditions when glaciers or seawater retreated some 10,000-16,000 years ago.  Values reported 
for the effective diffusion coefficients ranged from 2X10-6 to 7X10-6 cm2/sec, with most values 
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situated at the low end of the range.  These are a factor of 2 to 10 as low as for free solution, 
implying a geometric correction factor of 0.1 to 0.5. 

4.2.2.2 Dry Granular Packing Method (DGP) 

A great many laboratory studies have been conducted to characterize diffusion behavior in 
unconsolidated dry porous media (Buckingham, 1904; Penman, 1940; DeVries, 1952; 
Hoogschagen, 1955; Currie, 1960; Kim et al., 1987).  The most extensive of these investigations 
is the pioneering work of Currie (1960). 

In these types of studies, dry samples of granular (particulate) material are loaded into a small 
cylindrical tube.  The samples are supported at the ends of the tube by wire- or fabric meshes.  
Particlate forms examined include glass spheres (uniform and non-uniform size distributions), 
sand, carborundum, sodium chloride, soil crumbs, and pumice, as well as plate-like particles 
such as plastic disks, talc, kaolin, vermiculite, and mica.  The effective diffusion coefficient of a 
trace gas (such as hydrogen or argon) through the air-filled porous medium is measured.  Since 
the geometric correction factor G is expected to be independent of both the solute and the solvent 
under consideration, the values obtained for G in these experiments should apply equally well to 
diffusion of contaminant species through water-saturated porous media of the same pore channel 
geometry. 

Figure 5 presents a summary of the available results for dry unconsolidated granular beds, 
plotted as G versus porosity φ.  Separate data ranges are shown for "spherical" particles (Currie, 
1960; Hoogshagen, 1955; Kim et al., 1987) and higher-aspect-ratio plate-like particles (Currie, 
1960; Kim et al., 1987).  In the latter case, the porous medium exhibits anisotropic behavior, and 
the component of G perpendicular to the bedding plane is given.  Also provided for comparison 
is the theoretical curve for low-aspect-ratio particles calculated by Ryan (1984) using a discrete 
particle array model, and later confirmed by Kim et al. (1987) using the same model.  As noted 
by Kim et al. (1987), this theoretical curve agrees closely with the range of experimental data on 
"spherical" particles, even for the case of non-uniform particle size distributions. 

The most striking feature of this plot is the very large reduction in the geometric correction 
factor G obtained in going from "spherical particles" to plate-like particles.  Of course, such a 
reduction was anticipated in the theoretical discussion presented earlier.  This reduction is 
caused by the increased tortuosity produced by the alignment of the particles along the bedding 
plane.  The magnitude of the reduction, relative to the spherical case, is on the order of 4X and 
larger in some instances.  Kim et al. (1987) specifically noted a 4X reduction in their 
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experiments on mica particles.  Several of the plate-like particle forms included in the range of 
data in Figure 5 correspond to clay minerals, with particle shapes similar to those found in 
typical aquitard layers. 

The lines G=φ0.3, G=φ, and G=φ2 are plotted for reference in Figure 5.  G=φ0.3 and G=φ 
represent the approximate relationships determined by Archie (1952) for a variety of natural (a) 
unconsolidated sands and (b) consolidated sandstones, respectively (Bear, 1972; Lerman, 1988), 
using the Electrical Resistivity (ER) Method (see Section 4.2.2.4 for more details). 

4.2.2.3 Plastic Barrier Film Method (PBF) 

In the food packaging industry, plastic films are frequently used as barriers to limit the diffusion 
of water vapor and oxygen into and out of foodstuffs.  This approach is very effective primarily 
because of the low diffusivity of dissolved gases through plastic.  However, for some 
applications, the diffusivity is still not low enough to achieve desired shelf life.  To overcome 
this limitation, rigid particulate "filler" material is sometimes added to the plastic.  The filler 
consists of tiny plate-like flake particles distributed uniformly through the thickness, and aligned 
with the plane of the film.  This in-plane particle alignment is achieved automatically as a 
consequence of the unique manufacturing process that produces the film.  The embedded 
particles act to reduce the effective diffusion coefficient through the film by creating a very 
tortuous microgeometric diffusion path. 

Plate-like fillers are very widely used in the manufacture of commercial packaging films and 
containers to reduce diffusivity and achieve certain desirable mechanical and thermal properties.  
In fact, many commercial plastic resin suppliers offer their products in pellet form, with the filler 
particles predispersed within the pellets (Plastics, Edition 7, 1985; Modern Plastics 
Encyclopedia, 1988).  These pellets are designed to be fed to a plasticating extruder, which then 
delivers a polymer melt containing suspended filler particles to a film-forming die.  When the 
quenched film is stretched and oriented to develop mechanical properties, the particles will align 
with the plane of the film.  Commercially available plate-like fillers include talc, mica, clays, and 
aluminum flake. 

The diffusion of dissolved gases in a plastic film containing filler particles is completely 
analogous to the diffusion of soluble substances in a water-saturated porous medium.  The 
plastic material serves the function of the pore water, while the filler particles are analogous to 
the rock matrix, providing a tortuous barrier to diffusion.  Since the geometric correction factor 
G is dependent primarily on the microgeometry of the system (and is expected to be nearly 
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independent of the specific substances involved), measurements of G for plastic barrier films 
should translate directly into comparable results for porous media of similar microgeometry. 

Because of the commercial importance of plastic barrier films, a considerable body of 
experimental data has developed on diffusion in such systems, particularly for materials 
containing plate-like filler particles (e.g., Arina et al., 1979; Kamal et al., 1984; Murthy et al., 
1986; Cussler et al., 1988; Bissot, 1988a,b).  The quality of this data is typically excellent, owing 
to the business liabilities inherent in marketing products based on over-optimistic projections.  
Results are normally reported as diffusion rate reduction factor (i.e., geometric correction factor 
G) as a function of filler loading.  Filler loading can be converted directly into volume fraction 
plastic (equivalent to porosity of a porous medium). 

All available experimental data on diffusion in particle-filled plastic barrier films, both for the 
case of spherical as well as plate-like particles, are found to fall entirely within the range of 
behavior presented in Figure 5 for the Dry Granular Packing (DGP) Method.  Thus, these two 
strikingly different measurement techniques provide mutually consistent results, which enhances 
confidence in findings from both techniques. 

4.2.2.4 Electrical Resistivity Method (ER) 

The Electrical Resistivity Method (ER) makes use of the physical analogy between conduction 
of an electrical current through the open pore channels of a medium saturated with an electrolyte 
solution, and the diffusion of molecules and ions through these same pore channels.  In this 
technique, a quantity known as the "formation factor" F is determined.  The formation factor is 
equal to the ratio of the electrical resistivity of a porous medium saturated with an electrolyte 
solution to the resistivity of the same electrolyte solution, without the porous medium present.  
Typically, a sodium chloride solution with over 10g per liter of NaCl is used.  Electrical 
resistivity is defined as the resistance of a unit cube of material subjected to a one-dimensional 
current flow through one face and out the opposite face.  The geometric correction factor G is 
related to the formation factor F by the equation (Greenkorn, 1981): 

 G   = 1
Fφ

 (7) 

According to Equation 7, a large value for the formation factor implies a substantial reduction in 
the effective diffusion coefficient, relative to the case of diffusion in free solution. 
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Use of the Electrical Resistivity (ER) Method to determine geometric correction factors for 
porous media is valid, in the strictest sense, only for media that do not conduct electric current.  
However, as pointed out by Manheim and Waterman (1974), for materials such as clays and 
shales, which exhibit surface conductivity, the Electrical Resistivity Method will always 
underestimate the "true" formation factor associated with the pore microgeometry, and thus will 
automatically produce a conservative overestimate for the geometric correction factor G.  
Moreover, techniques have been developed (Waxman and Smits, 1968) to correct for the effects 
of surface conductivity on formation factor, by saturating the porous medium with electrolyte 
solutions of several different concentrations and measuring the corresponding resistivities. 

In an early investigation, Archie (1952) measured formation factors for a variety of natural 
unconsolidated sands and consolidated sandstones.  He found that, over a significant range of 
porosities, the experimental variations of formation factor with porosity could be described 
(within a given sediment) by an empirical relationship of the form: 

 F = 1
φ

 (8) π

The exponent m was found to be approximately 1.3 for unconsolidated sands, and to range 
between 1.8 and 2.0 (Bear, 1972) for consolidated sandstones.  Equation 8 has subsequently 
come to be known as the "Archie Equation."  Substitution of Equation 8 into Equation 7 provides 
an expression for the geometric correction factor G as a function of the porosity _. 

 G = φ  (9) n

where n = m-1, with n approximately equal to 0.3 for unconsolidated sands, and ranging between 
0.8 to 1.0 for consolidated sandstones. 

In the intervening years since the pioneering work of Archie (1952), many experimental 
investigations have been published describing measurements of the relationship between the 
formation factor and porosity for various types of reservoir rocks, including unconsolidated 
sands, consolidated/cemented sandstones, and unfractured carbonates (see e.g., Winsauer et al., 
1952; Carothers, 1968; Wyllie and Gregory, 1953; Baker and Worthington, 1973; Jackson et al., 
1978, Asquith, 1979; Waxman and Thomas, 1974).  Survey articles have been published on this 
subject (Asquith, 1980; Hilchie, 1984), textbooks have summarized the pertinent results (Asquith 
and Gibson, 1982; Levorsen, 1967; Hilchie, 1982), and comprehensive reports have been issued 
by the oil service companies recommending guidelines for predicting formation factors in 
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different reservoir lithologies (Welex, 1978; Schlumberger, 1984; Dresser Atlas, 1979).  
Moreover, for the case of reservoir sediments containing electrically-conductive clay and shale 
mineral fractions, reliable experimental methods have been established (Waxman and Smits, 
1968; Clavier et al., 1984) for determining the "true" formation factor, characteristic solely of the 
pore microgeometry, from resistivity measurements.  This development is particularly relevant in 
the present context, since it is this "true" formation factor that relates directly to the geometric 
correction factor G for diffusion. 

The results of these extensive electrical resistivity investigations of reservoir sediments have 
enabled researchers to identify certain well-defined trends in behavior.  Typically, for a given 
sediment, the measured variation in formation factor with porosity can be described over a fairly 
broad range of φ by means of the empirical Archie relationship, Equation 8 (in some cases 
modified by a constant multiplying-factor close to 1.0).  The exponent "m" in Archie's 
expression (or, equivalently, the exponent "n" in Equation 9 for the geometric correction factor 
G) normally varies as a function of lithology, increasing with increasing constrictions and 
tortuosity of the pore channels.   Thus, in the case of sands, for example, m rises from a value of 
1.3 (n=0.3) for completely unconsolidated sediments, to 1.8 (n=0.8) for moderately cemented 
sands (Martin, 1953).  For this reason, m and n are frequently referred to as "cementation 
exponents."  Such terminology, however, is somewhat of a misnomer, since both m and n are 
also expected to increase with increasing plate-like character of the sediment particles (since 
increasing particle aspect-ratio typically gives rise to greater pore tortuosity). 

Figure 6 presents a general summary of the extensive measurements on reservoir rocks 
(including the measurements of Archie, 1952), obtained using the Electrical Resistivity (ER) 
Method.  Note that these findings have been reexpressed in terms of the geometric correction 
factor G for diffusion, using Equation 7.  (Also shown in Figure 6 are results from laboratory 
measurements on clay sediments, to be described in detail below). 

Separate ranges of behavior are indicated in Figure 6 for unconsolidated sands, 
consolidated/cemented sandstones, and unfractured carbonates.  As suggested previously, 
observed differences between unconsolidated sands and consolidated sandstones are related to 
the degree of cementation in these deposits.  Both types of sediments are comprised of 
essentially "spherical" sand granules.   However, in a consolidated sandstone, the cementation 
process produces increased constrictions in the pore channels, and dead-end pores.  These effects 
severely retard the overall rate of diffusion, and result in a lower value for the geometric 
correction factor G.   Apparently, G is generally smaller for a consolidated particle matrix than 
for the equivalent unconsolidated packing. 
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Very few measurements have been carried out using the Electrical Resistivity (ER) Method to 
characterize the relationship between formation factor and porosity for clays and shales.  This is 
unfortunate, since many of the aquitard layers used to restrict contaminant movement within the 
permitted injection zone at underground injection sites are comprised of such sediments, 
particularly in the Gulf Coast region. 

Atkins and Smith (1961) measured formation resistivity factors for slurries of various clay 
minerals and mica particles in the laboratory, and found that the observed variations of F with 
porosity were described adequately by the Archie equation (Equation 8).  The clay minerals 
tested included montmorillonite (Na and Ca), illite, kaolinite, and attapulgite.  Unfortunately, the 
results of these measurements could not realistically be expected to provide accurate estimates of 
the "true" formation factors characteristic of pore microgeometry in actual clay-type geological 
deposits, for two reasons.  First, no attempts were made to correct for the effects of clay surface 
electrical conductivity on the measured values of the formation factors.  Secondly, the clay 
slurries were agitated immediately before resistivitity measurements were taken, thus disrupting 
any particle alignments that may have existed and virtually guaranteeing that the majority of the 
plate-like particles were not oriented perpendicular to the direction of electrical current flow.  
Both these effects would have resulted in significant underestimates of the true formation factor, 
and, by Equation 7, overestimates of the geometric correction factor G for diffusion.  Therefore, 
Atkins and Smith's results are not applicable to oriented geological deposits such as clays and 
shales, and have been omitted from Figure 6.  However, even with these rather severe 
restrictions, Atkins and Smith did find that, for the Na montmorillonite tested, the exponent m in 
Archie's relationship exceeded the rather large value of 3.0; equivalently, the exponent n in 
Equation 9 for G was greater than 2.0.  According to Equation 9, the larger the value of the 
exponent n, the greater the reduction in the effective diffusion coefficient relative to free aqueous 
solution.  The large values for m and n observed by Atkins and Smith for the montmorillonite 
slurries can be attributed to the highly plate-like character of the particles, which resulted in very 
tortuous conduction paths through the slurries, even though the particles were not aligned. 

Jackson et al. (1978) investigated the effect of particle size and shape on the relationship 
between formation factor and porosity in simulated laboratory sediments comprised of sands and 
plate-like shell fragments.  As in the previous studies, all the observations were adequately 
described by the Archie equation.  The exponent m in Archie's expression was determined to be 
1.85 for the shell fragments (n = 0.85 in Equation 9 for G).  Unfortunately, in these experiments, 
the resistivity was measured in the direction parallel to the orientation of the fragments, rather 
than perpendicular.  Thus the results are not applicable to conductive or diffusive transport 
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vertically through beds of horizontally oriented plate-like particles (such as clays and shales), 
and they have therefore been omitted from Figure 6.  If the resistivity measurements were made 
perpendicular to the direction of the particle orientation, the exponent m would almost certainly 
have been larger than 1.85. 

The most definitive measurements to date of formation factors for clays of varying mineralogy 
were made by Atlan, et al. (1968).  These experiments employed simulated laboratory core 
samples, comprised of kaolinites, illites, and montmorillonites.  The results were corrected for 
the effects of clay surface electrical conductivity, using the well-known method of Waxman and 
Smits (1968).  This enabled Atlan et al. to determine a value for the "true" formation factor for 
the sediments, characteristic solely of the clay pore-channel microgeometry. 

The observed relationship between formation factor and porosity for each of the clay minerals 
tested was found to agree closely with the Archie equation.  Values of the Archie exponent m as 
high as 5.4 were obtained for the case of the montmorillonite clay.  This is equivalent to a value 
of n=4.4 in Equation 9 for the geometric correction factor G. 

Figure 6 presents a plot of the results from this study, reexpressed in terms of G.  Separate data 
ranges are shown for the various clays investigated.  A salient feature of this plot is the much 
lower range of values obtained for G in the clay sediments, compared that found for the sands, 
sandstones, and carbonates comprising reservoir rocks.  These much lower values can be 
attributed to the greater tortuosity of the pore channels, caused by alignment of the plate-like 
clay particles in the direction perpendicular to the flow of electrical current or diffusion. 

For sediments consisting of illites and montmorillonites (as well as for kaolinites with porosities 
φ <0.4), all the data in Figure 6 fall below the reference line G = φ2.  This result is particularly 
germane to the present situation, since shale and clay aquitard layers in the Gulf Coast region at 
the depths of underground injection operations are comprised primarily of illites and 
montmorillonites.  Montmorillonites dominate at shallower depths, in relatively uncompacted 
sediments, whereas illites become a more prevalent component at greater depths.  Therefore, the 
results in Figure 6 strongly suggest that a conservative upper bound to the geometric 
correction factor for Gulf Coast clays and shales is provided by the expression: 

 G ≤φ  (10) 2
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The validity of this bound is supported by a powerful body of additional evidence.  This 
evidence is provided by the remarkable consistency that exists between the results obtained 
using the Dry Granular Packing (DGP) Method, the Plastic Barrier Film (PBF) Method, and the 
Electrical Resistivity (ER) Method.  Figure 7 combines the data from all three of these markedly 
different measurement techniques into a single plot.  The results for "spherical" particles 
determined using the Dry Granular Packing Method lie comfortably within the mid-range of 
results for unconsolidated sands (also consisting of basically "spherical" particles) obtained with 
the Electrical Resistivity Method.  Similarly, the data on high-aspect-ratio plate-like particles 
(exhibiting shapes comparable to clay minerals) determined using both the Dry Granular Packing 
Method and the Plastic Barrier Film method are in excellent agreement with the results on illite 
and montmorillonite plate-like clay particle deposits, determined using the Electrical Resistivity 
Method.  Moreover, virtually all these data sets on plate-like particles fall below the reference 
line G .  Therefore, it is reasonable to expect that, for high-aspect-ratio plate-like sediments, 
such as Gulf Coast clays shales, comprised primarily of illites and montmorillonites, the 
relationship G  can be used as a conservative upper bound for estimating the geometric 

correction factor for molecular diffusion in no-migration demonstrations. 

≤ φ2

≤φ2

4.3 Summary and Conclusions 

The rate of diffusion of a dissolved species through a water-saturated porous medium is always 
lower than in free aqueous solution.  Complexities in pore channel microgeometry, resulting 
from constrictions and tortuosity, are responsible for this reduction in diffusion rate.  The effects 
of pore channel complexities can be quantified in terms of a geometric correction factor G, 
which expresses the reduction in the effective diffusion coefficient, relative to the diffusivity 
value in free solution. 

The geometric correction factor G is highly dependent upon the lithological characteristics of the 
porous medium.  For unconsolidated beds of low-aspect-ratio "spherical" particles, such as an 
unconsolidated sand, the value will be relatively high, typically in the range 0.5 to 0.8 for 
porosities in the working range 0.1 to 0.5.  However, for an equivalent consolidated/cemented 
"spherical" particle bed, such as a sandstone or unfractured carbonate, the geometric correction 
factor is significantly reduced as a result of the constrictions and dead end pores produced by the 
cementation process; typical values for G in such a bed could be expected to lie well below 0.5.  
Sediments consisting of high-aspect-ratio plate-like particles aligned with the bedding planes, 
such as clays and shales, are characterized by highly tortuous diffusion paths.  This increase in 
tortousity, relative to the "spherical" particle case, will bring about an enormous reduction in the 
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geometric correction factor, with values normally expected to range from 0.01 to 0.1 and below, 
for typical aquitard layer porosities less than 0.3. 

Based on the considerable body of experimental data obtained using several distinctly different, 
but mutually consistent, measurement techniques, it has been possible to establish reasonable 
upper bounds to the geometric correction factor G as a function of porosity φ for various 
sediments.  These upper bounds can be expressed in terms of an "Archie" type relationship, of 
the form G , where the exponent n depends on the sediment.  Values of n for various 

specific sediments are presented in Table 1.  The results in Table 1 for both sands and 
clays/shales are consistent with the relationships recently employed by Ranganathan and Hanor 
(1988).  Values for the geometric correction factor determined using the present procedure will 
automatically produce overestimates of the extent of molecular diffusion in the porous medium. 

≤ φn

According to the current molecular diffusion model, described by Equation 4,  the diffusion 
distance for a contaminant species into the aquitard layer overlying the bulk waste plume is 
proportional to the square root of the effective diffusion coefficient D*.  Since D* is equal to the 
diffusivity in free solution multiplied by the geometric correction factor, it follows that the 
diffusion distance of a contaminant species into the overlying aquitard is equal to the diffusion 
distance for the species in free solution multiplied by the square root of the geometric correction 
factor G. 

Table 1 

Upper Bounds To Geometric Correction Factor “G” For Various Sediments 

Sediment Type Exponent n G  ≤φ
n

Unconsolidated sand 0.3 G  ≤φ0 3.

Consolidated sandstone 0.8 G  ≤φ
0 8.

Tight unfractured limestones 
and dolomites 

1.0 G  ≤φ
1 0.

Gulf coast clays and shales 2.0 G  ≤φ
2 0.
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5.0 MARGINS OF SAFETY 

A number of margins of safety are inherent in the present molecular diffusion model and in the 
recommended procedure for determination of the key input parameter, the effective diffusion 
coefficient D*, guarantee that the predicted diffusion distance is an overestimate of the true 
extent of vertical contaminant transport. 

A. Concentration at z=0 Assumed Equal to the Waste Concentration for All Times 

The conservativeness of this assumption was discussed in detail in Section 3.0 of this appendix. 

B. Chemical Interactions With Aquitard Neglected 

Chemical interactions with the aquitard material, resulting from phenomena such as adsorption, 
ion exchange, molecular hindrance, and osmosic membrane effects are neglected in the model.  
Such interactions have often been known to greatly attenuate or totally eliminate solute 
movement into typical clay and shale aquitard materials (Freeze and Cherry, 1979; Lerman, 
1988; Neuzil, 1986; Wayman, 1967; Collins, 1961; Deen, 1987). 

Adsorption is a process in which solute molecules or ions adhere to the surfaces of the particles 
within the aquitard layer.  This greatly slows their rate of diffusional transport in the aquitard. 

Ion Exchange occurs when contaminant cations (such as heavy metals) interchange places with 
other cations (non-contaminant) electrostatically bound to the surface of the aquitard particles.  
This partially immobilizes the contaminant cations, and greatly attenuates their diffusional 
transport rate. 

Molecular hindrance occurs in porous media when the dimensions of the diffusing solute 
molecule or ion are on the same order as the dimensions of the pores (Deen, 1987; Lerman, 
1988).  This causes hydrodynamic frictional drag to develop between the diffusing molecule or 
ion and the walls of the pores, and results in reduced diffusion rate through the matrix.  If the 
solute molecule is sufficiently large, it can be hindered from even entering. 

Clays and shales are often known to behave as semipermeable membranes (Collins, 1961; Freeze 
and Cherry, 1979; Neglia, 1979; Neuzil, 1986), blocking the passage of ionic solutes, including 
contaminant ions, through the aquitard material.  This ionic exclusion phenomenon is referred to 
as osmosis, and is believed to be an important process in sedimentary basins (Freeze and Cherry, 
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1979).  The basic mechanism for this membrane behavior is typically ascribed to the effects of 
an unbalance in electrical charges on the surfaces and edges of the sediment particles.   As 
explained in detail by Freeze and Cherry (1979), 

  ...the net charge on the clay particles is negative.  This results in the adsorption of a 
large number of hydrated cations onto the clay mineral surfaces.  Owing to a much smaller 
number of positively charged sites on the edges of the clay particles and the local charge 
imbalance caused by the layer or layers of adsorbed cations, there is also some tendency for 
anions to be included in this microzone of ions and water molecules around the clay 
particles.  The ability of compacted clays and shales to cause ...[osmosis] develops when clay 
particles are squeezed so close together that the adsorbed layers of ions and associated water 
molecules occupy much of the remaining pore space.  Since cations are the dominant charged 
species in the adsorbed microzones around the clay particles, the relatively immobile fluid in 
the compressed pores develops a net positive charge.  Therefore, ... cations in the solution are 
repelled. 

The cationic species (e.g., heavy metal ions) in a waste are often the constituents responsible for 
its hazardous characteristics.  The osmotic membrane phenomenon can prevent these 
constituents from even entering the overlying aquitard layer. 

C. Horizontal Movement of Waste Neglected 

The model assumes that the waste plume is not moving horizontally after injection is 
discontinued, and that, at a given lateral location, the base of the overlying aquitard layer is in 
contact with the waste for 10,000 years.  If a small horizontal velocity exists within the injection 
zone, driven by the action of natural gradients or buoyancy effects (density differences between 
the waste and the formation brine) in a dipping formation, the contact time of the waste with the 
overlying aquitard at a given lateral location can be substantially less than 10,000 years.  This 
will reduce the amount of contaminant that can diffuse into the aquitard at a given lateral 
location, and will decrease the contaminant concentration in the aquitard. 

D. Waste Assumed No More Dense than Formation Brine 

If the waste is heavier than the formation brine, it will tend to sink within the injection zone, and 
eventually lose contact with the overlying aquitard layer.  This will reduce the contact time of 
the waste with the aquitard to less than 10,000 years, which will decrease both the contaminant 
concentration within the aquitard as well as the vertical extent of diffusional transport. 
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If the waste is lighter than the formation brine, it will remain in contact with the overlying 
aquitard for the full 10,000 years, and, thus, the vertical distance for diffusional transport will be 
the same as with a neutrally buoyant waste. 

E. Effective Diffusion Coefficient Determined Conservatively 

The procedure for establishing a conservative upper bound for the effective diffusion coefficient 
of a contaminant species within the water-saturated porous matrix of the overlying aquitard layer 
is described in detail in Section 4.0. 

F. Chemical Destruction of Contaminants is Neglected 

The model neglects the chemical destruction of the contaminant constituents diffusing into the 
overlying aquitard layer.  If these constituents decompose with time, exhibiting a half-life even 
as long as 3,000 years, the buildup of contaminant concentrations in the overlying aquitard will 
be significantly reduced.  This will also translate into a substantial reduction in the extent of 
vertical movement after 10,000 years. 
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6.0 SAMPLE CALCULATION 

The following sample calculation is provided to illustrate the present methodology: 

Problem Statement 

A contaminant species is diffusing into a shale aquitard layer overlying a sandstone injection 
stratum in the Texas Gulf Coast region.  From health-based standards, it has been determined 
that the contaminant concentration would have to be reduced by a factor of a million (i.e., 
relative concentration C=10-6) in order to be considered non-hazardous.  The diffusion 
coefficient for the species in free aqueous solution, at a temperature corresponding to the depth 
of injection, has been determined, using the method of Wilke and Chang (1955), to be 3X10-5 
cm2/sec.  The porosity of the shale is 0.15.  Obtain a conservative, upper bound estimate of the 
diffusion distance into the aquitard layer after 10,000 years. 

Solution 

From Figure 3, the dimensionless vertical diffusion distance required to produce a relative 
concentration of 10-6 is found to be 3.45: 

 45.3
*2

=
tD

z
 

This translates into an actual (dimensional) vertical diffusion distance of: 

 z = 6.9 D t*  

For Gulf Coast shales, a conservative estimate of the geometric correction factor G for 
contaminant diffusion through the water-saturated porous matrix is given by the relationship G < 
φ2.  In the present case of φ = 0.15, this results in an upper bound of 0.0225 for G.  Since the 
diffusivity in free solution is 3X10-5 cm2/sec, the effective diffusion coefficient in the porous 
shale medium is: 

 D* ≤ 3 ×  10-5 ×  (0.0225) = 6.75  10-7 cm2/sec ×

Substituting this value for D* into the equation given above for z, and using a value of 10,000 
year (= 3.16 1011 sec) for t yields: ×
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 ( ) ( )z ≤ × × ×−6 9 6 75 10 316 107 1. . . 1  

  ≤ 3190cm

  ≤ 105 ft

Thus, the diffusion distance into the overlying aquitard layer after 10,000 years is predicted to be 
no greater than 105 feet. 
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Figure 3: Predicted Concentration Profi le (Logarithmic Plot). 
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Figure 5: Dry Granular Packing Methods Results. 
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FLUID VISCOSITY GRAPHS 



BLANK 



Fig. D.35  Water viscosity at various salinities and temperatures  After Mathews
and Russell, data of Chesnut
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APPENDIX 3-5
GROUNDWATER FLOW IN DEEP SALINE AQUIFERS (CLARK, 1988) 
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APPENDIX 3-6 
ROCK COMPRESSIBILITY 
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APPENDIX 3-7 
DUPONT AND SWIFT MODEL COMPARATIVE ANALYSES 
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SWIFT Model Run Chemours 700x1250v8 
Light Density Injection Fluid - (Washita-Fredericksburg Injection Interval) 

Chemours 700x1250v8 considers injection of a light density injection fluid into the Washita-
Fredericksburg Injection Interval.  Model includes historical injection from October 1979 to 
December 31, 2015 and future injection at 2,200 gpm (into a single well) from January 1, 2016 to 
December 31, 2020.  Chemours 700x1250v8.dat is the input file for the model run and Chemours 
700x1250v8.out is the output file for the model run.  The subject SWIFT model is a constant dip and 
uniform thickness model constructed to closely match the DuPont Basic Plume Model for light 
density fluid movement. 
 

SWIFT Model Run Chemours 10KL Lat 
Light Density Injection Fluid - (Washita-Fredericksburg Injection Interval) 

Chemours 10KL Lat considers injection of a light density injection fluid into the Washita-
Fredericksburg Injection Interval.  Model includes historical injection from October 1979 to 
December 31, 2015 and future injection at 2,200 gpm (550 gpm into Wells 2, 3, 4 and 5) from January 
1, 2016 to December 31, 2020.  Chemours 10KL Lat.dat is the input file for the model run and 
Chemours 10KL Lat.out is the output file for the model run.  The subject SWIFT is a variable 
thickness dip and variable structure model.  All reservoir fluid and injection fluid parameters match 
the DuPont Basic Plume Model for light density fluid movement. 
 

SWIFT Model Run Chemours 700x1101 
High Density Injection Fluid - (Washita-Fredericksburg Injection Interval) 

Chemours 700x1101 considers injection of a high density injection fluid into the Washita-
Fredericksburg Injection Interval.  Model includes historical injection from October 1979 to 
December 31, 2015 and future injection at 2,200 gpm (into a single well) from January 1, 2016 to 
December 31, 2020.  Chemours 700x1101.dat is the input file for the model run and Chemours 
700x1101.out is the output file for the model run.  The subject SWIFT model is a constant dip and 
uniform thickness model constructed to closely match the DuPont Basic Plume Model for high 
density injection fluid movement. 
 

SWIFT Model Run Chemours 10KL Lat 
High Density Injection Fluid - (Washita-Fredericksburg Injection Interval) 

Chemours WF-HD Lat R considers injection of a high density injection fluid into the Washita-
Fredericksburg Injection Interval.  Model includes historical injection from October 1979 to 
December 31, 2015 and future injection at 2,200 gpm (550 gpm into Wells 2, 3, 4 and 5) from January 
1, 2016 to December 31, 2020.  Chemours WF-HD Lat R.dat is the input file for the model run and 



2 

Chemours WF-HD Lat R.out is the output file for the model run.  The subject SWIFT is a variable 
thickness dip and variable structure model.  All reservoir fluid and injection fluid parameters match 
the DuPont Basic Plume Model for high density fluid movement. 



 

APPENDIX 3-8 
SWIFT MODELING (DATA FILES PROVIDED ON CD-ROM)
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Reservoir Pressurization (Washita-Fredericksburg Injection Interval)SWIFT Model 
Run Chemours WF Prs – End of Operations Pressure Buildup 

Chemours WF Prs models reservoir pressure buildup associated with the injection of an average 
density injection fluid into the Washita-Fredericksburg Injection Interval.  Model includes historical 
injection from October 1979 to December 31, 2015 and future injection at 2,200 gpm (550 gpm into 
Well Nos. 2, 3, 4 and 5) from January 1, 2016 to December 31, 2050.  Chemours WF Prs.dat is the 
input file for the model run and Chemours WF Prs.out is the output file for the model run. 
 
SWIFT Model Run Chemours WF Prs(2) – End of Operations Pressure Buildup 
Chemours WF Prs(2) models reservoir pressure buildup associated with the injection of an average 
density injection fluid into the Washita-Fredericksburg Injection Interval.  Model includes historical 
injection from October 1979 to December 31, 2015 and future injection at 2,200 gpm (400 gpm into 
Well Nos. 2, 3 and 4 and 1,000 gpm into Well No. 5) from January 1, 2016 to December 31, 2050.  
Chemours WF Prs(2).dat is the input file for the model run and Chemours WF Prs(2).out is the output 
file for the model run. 
 
SWIFT Model Run Chemours WF Prs(3) – End of Operations Pressure Buildup 
Chemours WF Prs(3) models reservoir pressure buildup associated with the injection of an average 
density injection fluid into the Washita-Fredericksburg Injection Interval.  Model includes historical 
injection from October 1979 to December 31, 2015 and future injection at 2,200 gpm (250 gpm into 
Well Nos. 2, 3, 4 and 5 and 1,200 gpm into Well No. 6) from January 1, 2016 to December 31, 2050.  
Chemours WF Prs(3).dat is the input file for the model run and Chemours WF Prs(3).out is the output 
file for the model run. 
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Reservoir Pressurization (Tuscaloosa Massive Sand) 
 
SWIFT Model Run Chemours TMS Prs – End of Operations Pressure Buildup 
Chemours TMS Prs models reservoir pressure buildup associated with the injection of an average 
density injection fluid into the Tuscaloosa Massive Sand.  Model includes future injection at 2,200 
gpm (550 gpm into Well Nos. 2, 3, 4 and 5) from January 1, 2020 to December 31, 2050.  Chemours 
TMS Prs.dat is the input file for the model run and Chemours TMS Prs.out is the output file for the 
model run. 
 
SWIFT Model Run Chemours TMS Prs(2) – End of Operations Pressure Buildup 
Chemours TMS Prs(2) models reservoir pressure buildup associated with the injection of an average 
density injection fluid into the Tuscaloosa Massive Sand.  Model includes future injection at 2,200 
gpm (400 gpm into Well Nos. 2, 3 and 4 and 1,000 gpm into Well No. 5) from January 1, 2020 to 
December 31, 2050.  Chemours TMS Prs(2).dat is the input file for the model run and Chemours 
TMS Prs(2).out is the output file for the model run. 
 
SWIFT Model Run Chemours TMS Prs(3) – End of Operations Pressure Buildup 
Chemours TMS Prs(3) models reservoir pressure buildup associated with the injection of an average 
density injection fluid into the Tuscaloosa Massive Sand.  Model includes future injection at 2,200 
gpm (250 gpm into Well Nos. 2, 3, 4 and 5 and 1,200 gpm into Well No. 6) from January 1, 2020 to 
December 31, 2050.  Chemours TMS Prs(3).dat is the input file for the model run and Chemours 
TMS Prs(3).out is the output file for the model run. 

 

Lateral Migration – Light Density Injection Fluid - (Washita-Fredericksburg Injection Interval) 
 
Chemours WF-LD considers injection of a light density injection fluid into the Washita-
Fredericksburg Injection Interval.  Model includes historical injection from October 1979 to 
December 31, 2015 and future injection at 2,200 gpm (550 gpm into Well Nos. 2, 3, 4 and 5) from 
January 1, 2016 to December 31, 2050.  Chemours WF-LD Lat.dat is the input file for the model 
run and Chemours WF-LD Lat.out is the output file for the model run. 
   

  



3 

Lateral Migration – Light Density Injection Fluid (Tuscaloosa Massive Sand) 
 
Chemours TMS-LD considers injection of a light density injection fluid into the Tuscaloosa 
Massive Sand.  Model includes future injection at 2,200 gpm (550 gpm into Well Nos. 2, 3, 4 and 
5) from January 1, 2020 to December 31, 2050.  Chemours TMS-LD Lat.dat is the input file for the 
model run and Chemours TMS-LD Lat.out is the output file for the model run. 

 

Lateral Migration – High Density Injection Fluid - (Washita-Fredericksburg Injection Interval) 
 
Chemours WF-HD considers injection of a high density injection fluid into the Washita-
Fredericksburg Injection Interval.  Model includes historical injection from October 1979 to 
December 31, 2015 and future injection at 2,200 gpm (550 gpm into Well Nos. 2, 3, 4 and 5) from 
January 1, 2016 to December 31, 2050.  Chemours WF-HD Lat.dat is the input file for the model 
run and Chemours WF-HD Lat.out is the output file for the model run. 
   

Lateral Migration – High Density Injection Fluid (Tuscaloosa Massive Sand) 
 
Chemours TMS-HD considers injection of a high density injection fluid into the Tuscaloosa Massive 
Sand.  Model includes future injection at 2,200 gpm (550 gpm into Well Nos. 2, 3, 4 and 5) from 
January 1, 2020 to December 31, 2050.  Chemours TMS-HD Lat.dat is the input file for the model 
run and Chemours TMS-HD Lat.out is the output file 
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